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> Inflectional paradigms have what Wurzel (1984) calls implicative
structure.

The inflectional paradigms are, as it were, kept together by implications.
There are no paradigms (except highy extreme cases of suppletion) that are
not based on implications valid beyond the individual word, so that we are
quite justified in saying that inflectional paradigms generally have an
implicative structure, regardless of deviations in the individual cases.

Waurzel (1989, 114)

Discussions of implicative structure usually focus on “hard cases”, but
as Wurzel emphasizes, implicative structure is present even in trivial
paradigms.

A trivial example: if an English verb has Xing as its present participle,
then its bare infinitive is X.

Implicative structure is an empirical property of paradigms, not a
theoretical hypothesis on the nature of morphology.



lexeme INF PRS.1PL  PRS.2PL IPFV.1PL IPFV.2PL

LAVER ‘wash’ lave lav3 lave lavj3 lavje
DIRE ‘say’ dig diz3 dit dizj3 dizje
PEINDRE ‘paint’  pé&ds pen3 pene pen3 pene
POUVOIR ‘can’ puvwag  puv3 puve puvj3 puvje

» The IPFV.1PL is X5 if and only if the IPFV.2PL is Xe
= general, bidirectional, categorical
» |f the PRS.2PL is Xe, then the PRS.1PL is X5.
= general, monodirectional, categorical
» If the PRS.1PL is X3, then the PRS.2PL is Xe.
= general, monodirectional, almost categorical
» |f the PRS.1PL is X35, then the INF is Xe.
= general, monodirectional, noncategorical
> If the INF is X&ds, then the IPFV.1PL is Xep3.
= local, monodirectional, categorical
» |f the INF is Xwar, then the IPFV.1PL is X5.
= local, monodirectional, noncategorical



» In many cases, noncategorical implications come in families, which
can be grouped using disjunction in the consequent.

» Typical example: dropped theme vowels in Latin

conj. 1sa 2sG 3sa 1pL 2PL 3PL

I amo amas amat amamus amatis amant
Iul deled  deles delet delemus deletis delent

111 lego legis legit legimus  legitis  legunt
IIm  capid capis capit capimus capitis  capiunt
v audic  audis audit audimus  auditis  audiunt

1= |f the PRS.1SG is in XC0, then the PRS.1PL is either in XCamus or in

XCimus

» Knowing the likelihood of each possible outcome is relevant.



» Many interesting implications mention 2 paradigm cells in the

antecedent
lexeme INF PRS.2PL  PST.PTCP
LAVER ‘wash’ lave lave lave
FINIR ‘finish’ finiy finise fini
TONDRE ‘mow’  t3dk t3de t3dy
MORDRE ‘bite’ mordy  moede mokdy
SORTIR ‘go out’ sostis  soute sokti
MOURIR ‘die’ musis  muke mos

= |f the INF is Xis and the PRS.2PL is Xise, the PST.PTCP is always Xi.

== |f the INF is XCig and the PRS.2PL is XCe, the PST.PTCP is most often
XCy.

» We call such things binary implicative relations

» n-ary implicative relations underlie the idea of principal parts: sets of
n cells from which a categorical implication exists to all other cells.



» Paradigms have implicative structure

» Words have morphotactic structure

» Both structures are established through paradigmatic opposition:
comparing words/paradigms to other words/paradigms

» Central theoretical debate in morphology: can the implicative
structure of paradigms be deduced from the morphotactic structure of
words?

» The Bloomfieldian answer: in can, and it should.
» The Word and Paradigm answer (from Matthews, 1965, on): it can't
always.
» Parasitic formations (a.k.a. ‘morphomic stems' Aronoff, 1994)
» Syncretism (e.g. Stump, 2001; Baerman et al., 2005)
» The radical WP approach (Blevins, 2006; Ackerman et al., 2009):
even when it can, it shouldn't.



» This is an interesting theoretical debate, but | won't say anything
about it.

= We don’t know nearly enough on implicative structure to take an
informed decision.

» Very few large scale empirical studies of implicative structures.

» Two notable exceptions:
» Studies of Romance conjugation by Boyé and colleagues
> (Bonami and Boyé, 2002; Boyé and Cabredo Hofherr, 2006; Bonami
and Boyé, 2007; Bonami et al., 2008; Boyé, 2011; Montermini and
Boyé, 2012)
> Ultimately grounded in (Aronoff, 1994)’s view of stem allomorphs and
(Morin, 1987)’s view of implicative relations

» Studies of principal part systems by Finkel & Stump

> (Finkel and Stump, 2007, 2009; Stump and Finkel, in press)
» Focus on categorical implicative relations



> Research program laid out in (Ackerman et al., 2009):

» Use of information-theoretic tools to model implicative structure
» Further applied and developed in (Sims, 2010; Malouf and Ackerman,

2010; Bonami et al., 2011)
> We will use a (revision of) Ackerman's approach as a way of exploring
implicative structure.

» The particular approach here is:

» Unashamedly quantitative: type frequency is crucial.
» Unashamedly symbolic: we are writing descriptions, not modelling

what happens in the brain
» Fully implemented (with help from Gilles Boyé and Delphine Tribout)

» Applied to real-size datasets (thousands of lexemes)
== This talk is about instrumented descriptive morphology, not
theoretical morphology or psycholinguistics.
== We try to discover implicative morphology not to justify or model it.



» Based on flexique, a new inflectional lexicon of French (Bonami
et al., in preparation)

POS lexemes words
nouns 33,716 67,353
adjectives 11,420 45,680
verbs 5,325 271,575
total 50,461 384,608

» Design:
» Based on Lexique 3 (New et al., 2007)
» Hand-correction of phonemic transcriptions for principal parts
» Automatic generation of predictable forms
» Selective semi-automatic validation
» Limitations:
» Limited support for phonetic alternations
» Currently no support for overabundance

» Will be available within a few weeks; distributed as a free ressource
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» Looking at French adjectival paradigms and disregarding M.SG liaison
forms, there are 12 relationships from one cell to another to explore:




» There are exactly two patterns of alternation relating M.SG to M.PL

#  description examples
lexeme M.SG  M.PL

p1 Xal~ Xo  LOYAL Iwajal Iwajo

p X~X CALME  kalm kalm
BANAL banal banal

» There are exactly two relevant classes of M.SG which exhibit different
behavior:

» Words ending in -al
» Words not ending in -al
» These are the relevant classes because they determine what patterns
are eligible: words that do not end in -al can’t follow p;, but words
that do can follow p».



» A unary implicative relation expresses the likelihood of different forms
filling cell B for a coherent class of forms filling cell A

» A unary implication array is a set of unary implicative relations whose
antecedents constitute a partition of the set of A forms.

class  description patterns examples
lexeme M.SG  M.PL

G ending in al p1: Xal~ Xo LOYAL Iwajal Iwajo
p2: X ~X BANAL  banal banal
(@) not ending inal py: X ~ X CALME  kalm kalm

The unary implication array [M.SG = M.PL]

» Important decisions:
» How do we infer the patterns?
» How do we estimate the likelyhood of a particular outcome?



» We borrow the strategy of the Minimal Generalization Learner
(Albright, 2002).
» Assume a decomposition of segments into distinctive features.
» Assumes that each pair of forms is related by a single SPE-style rule
(Chomsky and Halle, 1968).
» For each (INPUT,OUTPUT) pair:
Determine the most specific rule A — B/#C__D# such that

INPUT = CAD and OUTPUT = CBD,
maximizing C and minimizing A.
» For each set of rules R sharing the same structural change A — B:
Determine the least general rule of the form
r=A— B/(#|X)[feat"|*seg*___seg*[feat]*(Y|#)

such that all rules in R are specializations of r.



» As the program explores the lexicon, it computes incrementally more
general rules.

input output rule
final fino al—o/ #fin___ #
penal peno al o/ #C[—voice]V[+high,—back]n__ #
vesbal vegbo al — o/ X[+voice]C[+voice]___#
djalektal  djalekto al - o/ C_ #
akeal aseo al w0/ _#

» Order of presentation does not matter

» Tractable computation: for n structural changes, n — 1 rule

comparisons in the worst case.

» This is a rather crude method (e.g. won't do well on discontinuous
inflection) but sufficient for present purposes



» Using type frequency information from flexique, we can estimate
the conditional probability of a pattern given a class

class size patterns freq. examples
lexeme M.SG  M.PL

G 428 Xal ~ Xo 399 LOYAL lwajal Iwajo
X~ X 29 BANAL banal banal

G 8797 X~ X 8797 CALME kalm kalm

p(C) = & ~0.046  p(Xal ~ Xo|Cy) = 32 ~0.932
p(X ~ X|C) =

% ~ 0.068
p(C) = 58 ~ 0954 p(X ~X|G) =1

» The distribution of these conditional probabilities is our model of the
implication array.



HY [ X) == P(x) | > Py |x)log P(y | )

xeX yey

» Positive number that grows as uncertainty rises
> Rises with the number of possible outcomes
» Rises when the probabilities are distributed more uniformly

» Calibrated so that for 2" equiprobable possibilities, entropy is n.

> Here:
428 399 399 29 29 8797
H(M.SG ~ M.PL | M.SG) = — (ﬁ(@' %82 ;5 —l— 128 log, 428) 9295 —— (1 x log, 1))
428 8797
~— <—9225 X 0.367 + (ooe X 0)
~ 0.017



» Entropy values for French adjectives:

» H([F.SG = F.PL]) = H([F.PL = F.SG]) = 0 : full interpredictibility.
» The best overall predictor is the feminine (Durand, 1936)




1. Entropy is a summary of a probability distribution.

» Thus there can be structure in the distribution that it masks.

> In the case of [M.SG = M.PL]: all the uncertainty is located in a definite
corner of the search space, forms ending in -al.

» The same entropy could have been obtained with scattered
irregularities.

2. All calculations are dependent on the way we classify data
» There might more fine-grained ways of examining patterns
» Other factors (e.g. morphosyntactic, semantic) might come into play
1= Qur entropy values should be seen as upper bounds

3. We are just classifying a dataset

» This probably corresponds to knowledge speakers use
» However the exact shape and size of the lexicon varies considerably
» We don’'t know how much information exactly speakers memorize



» For [M.SG = F.SG| the distribution is very different:
> 26 patterns:

Pattern freq. Pattern freq.
e—e / __# 6153 ces—riis/ t_ # 164
e—1 / {[.3i}{ee}__# 110 ces—gz / [+cons]__# 153
e—t / [+son,—lat]__# 1178 e—es / [+son][+cons][—back]s__# 6
e~z / [+voc,—cons,—nas]_# 506 o—el / [+cons,+ant]__# 4
e—d / [—cons,—high]__# 133 e—kt /[—cons,+voc,—low]{e &} # 4
e—s / _H#22 u—ol / #{p.b.fiv,m}__# 2
e—=] /#{p.bfv}{lr} {ea€ad}_# 3 e—g / 15 # 2
f—v /[+voc,—cons,—nas,—low]__# 271 e—l / #su__ # 2
d—an/ —# 29 e—j / #zati # 1
g—en/ _# 339 g—ej / v # 1
g€—in / [+cons]_# 94 g—in / #ben__ # 1
5—on/ [+cons],[-voc]__# 38 e—v / fEses_ # 1
&—yn/ [+voice][+cons,—high]__# 7 s—[ / #se  # 1




class size patterns  frees examples
lexeme M.SG  M.PL
G 3439 e — ¢ 3439 LAVABLE ‘washable’ lavabl lavabl
G 1591 e— e 1113 GAl ‘joyful’ ge ge
€—>z 381 NIAIS ‘stupid’ nje njez
€—>t 79 PRET ‘ready’ pre pet
e—d 11 LAID ‘ugly’ le led
€—s 7 EPAIS ‘thick’ epe epes
G 913 e—t 876 CONTENT ‘happy’ k3td k3tét
d—an 24 PERSAN ‘persian’ pessd  pebsan
€—e€ 9 ARGENT 'silver’ a3d ak3d
e—d 4 GRAND ‘large’ gsd gedd
€—s 0 — — —
Cn 1 k—]J 1 SEC ‘dry’ sek sef
€—e€ 0 — — —




patterns classes entropy

[MSG= MPL] 2 2 0.017
[M.SG = F.SG] 26 41 0.528

» Now imagine a language K where [M.SG = F.SG] for adjectives is as

follows:

class  size patterns  fregs examples
lexeme M.SG M.PL

C 9225 a—u 8494 KALABA kalaba kalabu
a—i 731 KOLOBA  koloba  kolobi

» Clearly K is very different from French. Yet:

language array patterns classes entropy
French [M.SG = F.SG] 26 41 0.528
K [M.SG = F.SG] 2 1 0.528




» Other possibly relevant factors: semantic classes (Baayen and
Moscoso del Prado Martin, 2005), morphosyntactic properties, . ..
» Gender of French nouns:

dataset size H([sG = PL]) H([PL = SG])
masc. nouns 19600 0.0152 0.0317
fem. nouns 14036  0.0000 0.0000
all nouns, gender ignored 33636 0.0120 0.0193
all nouns, with gender 33636 0.0089 0.0185

» All the uncertainty in [SG = PL| occurs on masculine nouns, mostly
those ending in -al (tribunal vs. festival) or aj (éventail ‘fan’ vs.

vantail ‘casement’)

» But there are also feminine nouns in -al (e.g. cavale ') and aj (e.g.

paille ‘straw’)

» If gender is ignored, these nouns raise the uncertainty.



» Back to French adjectives
» Average entropy over 50 random samples of size 500, 1000,..., 9000
1=z Sampling favors high token frequency, using data from Lexique 3
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» For now we have focused on unary implicative relations: the
antecedent of the implication is a single cell.
> In the following toy example, intuitively:
» From the INF, one can not be sure of the PST.PTCP.
» From the PRS.2PL, one can not be sure of the PST.PTCP.
» Yet from joint knowledge of the INF and the PRS.2PL, the PST.PTCP is
known for sure.

lexeme INF PRS.2PL  PST.PTCP
TAPIR ‘to hide’ tapiy tapise tapi
POURRIR ‘to rot’ pusig  pusise pusi
MOURIR ‘to die’ mulig  muse mok
TAPISSER ‘to overlay’ tapise tapise tapise

» We are looking for a binary implication array: information on the
likelihood of a PST.PTCP



» Summing up all we know on INF and PRS.2PL from the unary arrays:

Classes of INF: A =

{TAPIR},
{MOURIR,POURRIR},

{TAPISSER}

Classes of INF~~PTCP: D =

{{TAPIR,POURRIR},}

{MOURIR},
{TAPISSER}

Classes of INF~PRS: B =
{{TAPIR,POURRIR},}

Xe~Xe
Xp~Xse
Xugi~Xuse

{MOURIR},
{TAPISSER}

Classes of PRS: C =
{{TAPIR,TAPISSER},}

Classes of PRS~PTCP: E =
{TAPIR,POURRIR},

{MOURIR},

{POURRIR}

{MOURIR},
{TAPISSER}

» We can combine these classifications to get a joint classification of
patterns and a joint classification of input forms.




Classes of INF: A = Classes of INF~PRS: B = Classes of PRS: C =

{TAPIR}, {TAPIR,POURRIR}, {TAPIR TAPISSER},
{MOURIR,POURRIR}, {MOURIR}, {MOURIR},

{TAPISSER} {TAPISSER} {POURRIR}
Classes of INF~~PTCP: D = Classes of PRS~PTCP: E =
{TAPIR,POURRIR}, {TAPIR,POURRIR},
{MOURIR}, {MOURIR},
{TAPISSER} {TAPISSER}

» Classification of pairs of patterns:
{XNnY | (X, Y)eDxE}\D=
{{TAPIR,POURRIR},{MOURIR},{TAPISSER}}

» Classification of pairs of input forms:
(XNYNZ|(X,Y,Z)e AxBx C}\0=
{{TAPIR},{POURRIR},{MOURIR},{TAPISSER}}



» We can now examine the conditional probability of a pair of patterns
given a pair of input forms:

class size  patterns fregs

{TAPIR} 1 {TAPIR,POURRIR} : (X ~ X, Xse ~ X) 1
{POURRIR} 1  {TAPIRPOURRIR}: (Xs~ X,Xse ~ X) 1
{MOURIR} 1 {MOURIR} : (Xusis ~ Xoi, Xuge ~ Xos) 1
{TAPISSER} 1 {MOURIR} : (Xe ~ Xe, Xe ~ Xe) 1

> In this particular (toy) example we end up with conditional entropy 0
» This procedure
> is fully general
» does not depend on any new inference of patterns
> generalizes trivially to n-ary implicative relations
» The entropy of a binary array is at most as high as that of the most
predictive unary array



» The binary array is a lot more predictive that both unary arrays
» All the uncertainty in [M.PL = M.SG] is due to lexemes with a M.PL in
-0: is the M.SG in -al or -0?
» The F.SG always disambiguates this: all lexemes with a M.SG in -al are
also in -al in the F.SG.




» The binary array is exactly as predictive as [M.SG = M.PL]
» All the uncertainty in [M.SG = M.PL] is due to lexemes with a M.SG in
-al. For those lexemes the F.SG provides no extra information.
» The uncertainty in [F.SG = M.PL] is due to the same lexemes as that in
[F.SG = M.SG]. Thus knowing the M.SG suppresses that uncertainty.



» F.SG and F.PL are related by mutual O entropy arrays
» They form an inflection zone (Bonami and Boyé, 2003), an alliance of
forms (Ackerman et al., 2009), a distillation (Stump and Finkel, in
press).
» For computational efficiency, one of them can be dropped from further
calculations.

> F is the best overall predictor of the rest of the paradigm.

» Uncertainty between M.SG and M.PL is due to a single pocket of lower
predictibility

» Uncertainty between M.SG and F.SG is due to scattered idiosyncrasies

» These are the only two sources of uncertainty: no specific uncertainty
between F.SG and M.PL

> F and M.PL constitute the only set of static principal parts (Finkel and
Stump, 2007) for the rest of the paradigm.
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» 51 x 50 = 2550 unary arrays
> Average entropy 0.1618
» Distribution of entropy values:

Density of the distribution of unary implication array entropy

1.0

Number of pairs

e T T T T

0.0 0.2 0.4 0.6

Entropy of unary implication array
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» We uncover 16 zones of perfect interpredictibility:

Finite forms

TEMPS 1sG 2sG 3sG 1prL 2rL 3PL

PRS

IPFV

IMP
PRS.SBJV
FUT
COND
PST

PST.SBJV

Nonfinite forms

INF PRS.PTCP PST.PTCP
M.SG F.SG M.PL F.PL
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» The worst predictors of other cells are, by far:
IPFV.1PL,IPFV.2PL,SBJV.1PL,SBJV.2PL
» The entropy from one of those cells to any other cells is always above
0.33
» The entropy from any other cell to any cell is always below 0.31

» This is entirely due to regular phonological processes

» Homorganic vowel insertion between a branching onset and a glide
» Simplification of geminate glides

IPFV.1PL IPFV.1SG  lexeme trans.
surface ¢  “underlying ¢"
kadsij3 kadyj3 kadee CADRER ‘frame’
kadkij3 kadkijjs kadkije QUADRILLER  ‘cover’

» Important lesson: phonology has a strong impact on predictibility.



» If we focus on a distillation of the paradigm:

g ¢ =& =& =2 & § = & =
— ~ - ~ o = ~ ~ ] ]
¢ £ ¢ ¢ ¢ §E £ £ 3 3
a a o o o & = 7] %)
PRS.1.5G
PRS.2.5G
PRS.1.PL 0,0012 0,055 0,0577
PRS.2.PL 0-- 0,055 0,0577
PRS.3.PL 0,0722 0,0734 - 0,0734 0,0022
IPFV.1.PL
IMP.2.5G
IMP.2.PL 0 0,0546 0,0597
SBJV.1.5G 0,0785 0,0039 -
SBJV.1.PL
FUT.1.5G 0,0177 0,0177
PST.1.5G 0,1067 0,1067 0,1066 0,0936 0,162 0,0968 0,106 0,0932 0,163
INF 0,0673 0,0684 0,0725 0,0732 0,1199 0,0847 0,0673 0,0713 0,1199
PRS.PTCP 0 0,0012 0,0546 0 0,0012 0,0578 0,0022
PST.PTCP.M.SG | 0,0913 0,0913 0,0801 0,078 0,1231 0,076 0,0902 0,0781 0,1249
PST.PTCP.F.SG | 0,0726 0,0726 0,047 0,042 0,0958 0,0449 0,0716 0,042 0,0964

0,0909 0,1067 ---
0,0805 0,0544 0,0152 -

0,0716 0,074 0,0228 0,0458 0,0799 -
0,0419 0,0637 0,0147

Q
bl
2
o
o
=
e
=
b
Q.

PST.PTCP.F.SG

0,0612 0,1064 0,0476 0,0854
0,072 0,0424 0,0711!

0,025 0,047

(darker is more unpredictable)
» Some unidirectional categorical implications
» Some cells are better predictors than others
» Variability in what is easy to predict.



>

>

Number of triplets

Focussing on the distillation, there are w = 1680 binary arrays

to consider
Mean entropy on binary arrays: 0.0584
» Compare: on unary arrays: 0.1618

Density of the distribution of binary implication array entropy
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» There is no set of principal parts for French with cardinality 2
» Not surprising: Stump and Finkel (in press) arrive at 5

» However there are some near principal part sets:
> 4 pairs of cells from which the average entropy is below 0.001

PRS.3PL PST.PTCP.M.SG 0.00064
SBJV.3SG PST.PTCP.M.SG 0.00061
PRS.3PL PST.PTCP.F.SG  0.00046
SBJV.3SG PST.PTCP.F.SG  0.00042

= Only a handful of lexemes are not predicted by these pairs.

== Predicting the last few lexemes is very hard, but is it very important?



» A binary array is informative if its entropy is lower than the entropy of
both corresponding unary arrays.

» Thatis, z< xand z <y
3@

y

» In the French conjugation data:
» 88% of binary arrays are informative.
» 16% of binary arrays bring entropy down to 0.
> For 53% of arrays, z < % min(x, y)
That is, the binary arrays shaves off at least half of the uncertainty.
= There is a lot of implicative structure in the system that unary

implications can not capture.




» Uninformative binary arrays relate to the central analytic technique in
Morin (1987), (Boyé, 2000) and later work.
= Directional patterns in the distribution of unexpected forms

® ® ©

® © @ x

® ® © =
@—0—@

» Directional patterns emerge when the binary array is uninformative

» But most binary arrays are informative

= A graph of informative unary directional patterns is much more
connected than (Boyé, 2011) suggests
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v

Implicative structure exists and should be studied en elle-méme.
= Whether it is reducible to something else is an important but separate
matter

v

| have motivated a particular way of investigating it
» Builds on Ackerman et al. (2009) and later work in the same tradition
» Allows for easy, fast computations
» Arguably, more principled than previous approaches such as (Bonami
and Boyé, 2002) or (Stump and Finkel, in press)
| have illustrated the fruitfulness of automated analysis over
semi-exhaustive datasets in inflection
» We are working on small finite domains. For well-documented
languages, there is no excuse for not exploring them thouroughly.
Related projects
» Studying quantitatively the complexity of Creole morphology (Bonami
et al., 2011, 2012)
» Portuguese conjugation (Bonami, Boyé, Luis & Tribout)
» ...any large enough dataset that is available

v

v
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» Family of analyses of Romance conjugation by Boyé and colleagues

» (Bonami and Boyé, 2002; Boyé and Cabredo Hofherr, 2006; Bonami
and Boyé, 2007; Bonami et al., 2008; Boyé, 2011; Montermini and
Boyé, 2012; Montermini and Bonami, to appear)

» Ultimately grounded in (Aronoff, 1994)’s view of stem allomorphs and
(Morin, 1987)'s view of implicative relations
» Uniform methodology:

» Abstract away lexeme-specific suppletive forms
» Abstract away constant inflection
» ldentify alliances of forms

» The resulting distillation is a stem space

> ldentify reliable implicative relations within the stem space, under the
following assumptions:

» The number of links between stems should be minimized
» Implicative relations between two cells rely on a single default strategy



Stem space based partition

Entropy-based partition

Finite forms Finite forms
TEMPS 1sG 2sG 3sG 1pL 2PL 3PL TEMPS 1sG 2sG 3sG 1pL 2pPL 3PL
PRS PRS
IPFV IPFV
IMP IMP
PRS.SBJV PRS.SBJV
FUT FUT
COND COND
PST PST

11 11

PST.SBJV PST.SBJV

Nonfinite forms

Nonfinite forms

PST.PTCP

INF PRS.PTCP

M.SG F.SG M.PL F.PL

PST.PTCP
M.SG F.SG M.PL F.PL

INF PRS.PTCP




The simpler partition of (Bonami and Boyé, 2002) is entirely due to:

» Leaving out data (so-called suppletive inflected forms)
» Abstracting away regular phonological processes

Both moves are valid (though disputable) within the construction of a
constructive formal analysis

Neither is justified by direct empirical evidence

Ultimately, the drive towards segmentation (i.e. reducing implicative

structure to morphotactics) was responsible for these analytic choices.
In retrospect it is not clear that they are motivated.



» (Finkel and Stump, 2007, 2009; Stump and Finkel, in press) explore a
research program that shares much of our goals.

» Important differences:
» Focus on categorical implications, hence a subset of what we studied.
» Focus on principal parts
> Principal part systems are very sensitive to the exact lexicon they are
built on, whereas speakers are exposed to varied lexica.
» There are often multiple optimal principal part systems.
> This is not a problem for pedagogy, but calls into question the
usefulness of principal parts as descriptive devices.
> Uses segmented inputs
= Often improves the predictive power of a cell
» Uses exemplars rather than full paradigms

» No sensitivity to the phonological structure of stems
= Often reduces the predictive power of a cell



	Introduction
	The implicative structure of paradigms
	Illustrating implicative structure
	The place of implicative structure in morphology
	Today's plan

	The method
	Unary implicative relations
	The algorithm
	Caveats
	Binary implicative relations

	Applications to French conjugation
	Unary arrays
	Binary arrays

	Conclusions

