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> Inflectional paradigms have what Wurzel (1984) calls implicative
structure.

The inflectional paradigms are, as it were, kept together by implications.
There are no paradigms (except highly extreme cases of suppletion) that are
not based on implications valid beyond the individual word, so that we are
quite justified in saying that inflectional paradigms generally have an
implicative structure, regardless of deviations in the individual cases.

Waurzel (1989, 114)

Discussions of implicative structure usually focus on hard cases, but
as Wurzel emphasizes, implicative structure is present even in trivial
paradigms.

A trivial example: if an English verb has Xing as its present participle,
then its bare infinitive is X.

Implicative structure is an empirical property of paradigms, not a
theoretical hypothesis on the nature of morphology.



lexeme INF PRS.1PL  PRS.2PL IPFV.IPL IPFV.2PL

LAVER wash lave lav3 lave lavj3 lavje
DIRE say dig diz3 dit dizj3 dizje
PEINDRE paint  pé&ds pend pene pend pene
POUVOIR can puvwag  puvd puve puvj3 puvje

» The IPFV.1PL is X5 if and only if the IPFV.2PL is Xe
= general, bidirectional, categorical
» |f the PRS.2PL is Xe, then the PRS.1PL is X5.
= general, monodirectional, categorical
> If the PRS.1PL is X3, then the PRS.2PL is Xe.
= general, monodirectional, almost categorical
» |f the PRS.1PL is X35, then the INF is Xe.
= general, monodirectional, noncategorical
> If the INF is X&ds, then the IPFV.1PL is Xep3.
= local, monodirectional, categorical
» If the INF is Xwar, then the IPFV.1PL is X3.

= local, monodirectional, noncategorical



» In many cases, noncategorical implications come in families, which
can be grouped using disjunction in the consequent.

» Typical example: dropped theme vowels in Latin

conj. 1sa 2sG 3sa 1pL 2PL 3PL

I amo amas amat amamus amatis amant
I deled  deles delet delemus delétis delent

11 lego legis legit legimus  legitis  legunt
IIIm  capid capis capit capimus  capitis  capiunt
v audio  audis audit audimus  auditis  audiunt

= |f the PRS.1SG is in XC0, then the PRS.1PL is either in XCamus or in

XCimus

» Knowing the likelihood of each possible outcome is relevant.



» Many interesting implications mention 2 paradigm cells in the

antecedent
lexeme INF PRS.2PL  PST.PTCP
LAVER wash lave lave lave
LISSER smooth lise lise lise
FINIR finish finig finise fini
TONDRE mow  t3ds t3de t3dy
MORDRE bite mordy  moede mordy
SORTIR go out  sostis  soste sosti
MOURIR die musis  muee moK

1w |f the INF is Xig and the PRS.2PL is Xise, the PST.PTCP is always Xi.

1= |f the INF is XCis and the PRS.2PL is XCe, the PST.PTCP is most often
XCy.

» We call such things binary implicative relations

» n-ary implicative relations underly the idea of principal parts: sets of

n cells from which a cateﬁorical imﬁlication exists to all other cells.



> Research program laid out in (Ackerman et al., 2009):
> Use of information-theoretic tools to study implicative structure directly
» Further applied and developed in (Sims, 2010; Malouf and Ackerman,
2010; Bonami et al., 2011)
» Closely related to but distinct from the research program laid out in
(Stump and Finkel, in press)

» This research program was elaborated in the context of a debate on
the primacy of morphotactic or implicative structure

» Blevins (2006), Ackerman et al. (2009), Baerman and Corbett (2012),
(Stump and Finkel, in press, chap. 9)
» The focus here is different: use the same tools as a way of exploring
what implicative structure there is.
» How it is most perspicuously modeled is an important but separate
issue.



» Instrumented descriptive morphology:
» Fully implemented analyses (with help from Gilles Boyd Delphine

Tribout)
» Applied to real-size datasets (thousands of lexemes)

» For practical reasons, focus on French for now

» Based on flexique, a new inflectional lexicon of French (Bonami
et al., in preparation) derived from Lexique 3 (New et al., 2007)

POS lexemes words
nouns 33,716 67,353
adjectives 11,420 45,680
verbs 5325 271,575
total 50,461 384,608
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» Looking at French adjectival paradigms and disregarding M.SG liaison
forms, there are 12 relationships from one cell to another to explore:




» There are exactly two patterns of alternation relating M.SG to M.PL

#  description examples
lexeme M.SG  M.PL

pr Xal~Xo LOYAL Iwajal Iwajo

p X~X CALME  kalm kalm
BANAL banal banal

» There are exactly two relevant classes of M.SG which exhibit different
behavior:
» Words ending in -al
» Words not ending in -al
» These are the relevant classes because they determine what patterns
are eligible: words that do not end in -al can’t follow p;, but words
that do can follow p».



» A unary implicative relation expresses the likelihood of different forms
filling cell B for a coherent class of forms filling cell A

» A unary implication array is a set of unary implicative relations whose
antecedents constitute a partition of the set of A forms.

class  description patterns examples
lexeme M.SG  M.PL

G ending in al p1: Xal ~ Xo LOYAL Iwajal Iwajo
p2: X ~X BANAL  banal banal
G not ending inal p: X ~ X CALME kalm  kalm

The unary implication array [M.SG = M.PL]

» Important decisions:
» How do we infer the patterns?
» How do we estimate the likelihood of a particular outcome?



» We borrow the strategy of the Minimal Generalization Learner
(Albright, 2002).
» Assume a decomposition of segments into distinctive features.
» Assume that each pair of forms is related by a single SPE-style rule
(Chomsky and Halle, 1968).
» For each (INPUT,OUTPUT) pair:
Determine the most specific rule A — B/#C__D# such that

INPUT = CAD and OUTPUT = CBD,
maximizing C and minimizing A.
» For each set of rules R sharing the same structural change A — B:
Determine the least general rule of the form
r=A— B/(#|X)[feat"|*seg*___seg*[feat]*(Y|#)

such that all rules in R are specializations of r.



» As the program explores the lexicon, it computes incrementally more
general rules.

input output rule
final fino al—o/ #fin__ #
penal peno al — o/ #C[—voice]V[+high,—back]n__ #
vegbal vegbo al - o / X[+voice]C[+voice] ___#
djalektal  djalekto al - o/ C_ #
aeal akeo al— o/ _#

» Order of presentation does not matter
» Tractable computation: for n structural changes, n — 1 rule

comparisons in the worst case.

» This is a rather crude method (e.g. won't do well on discontinuous
inflection) but sufficient for present purposes



» Using type frequency information from flexique, we can estimate
the conditional probability of a pattern given a class

class size patterns freq. examples
lexeme M.SG  M.PL

G 428 Xal ~ Xo 399 LOYAL lwajal Iwajo
X~ X 29 BANAL banal banal

G 8797 X~ X 8797 CALME kalm kalm

p(C) = o= ~0.046  p(Xal ~ Xo|G1) = 3 ~ 0.932
p(X ~ X|G) = 2 ~ 0.068

p(G) = ~ 0954 p(X ~X|C)=1

» The distribution of these conditional probabilities is our model of the
implication array.



HY [ X) == P(x) | > Py |x)log P(y | )

xeX yey

» Positive number that grows as uncertainty rises
» Rises with the number of possible outcomes
» Rises when the probabilities are distributed more uniformly

» Calibrated so that for 2" equiprobable possibilities, entropy is n.

> Here:
428 399 399 29 29 8797
H(M.SG ~ M.PL | M.SG) = — (ﬁ(@' %82 455 —l— 128 log, 428) 9295 —— (1 x log, 1))
428 8797
~— <—9225 X 0.367 + (oos X 0)
~ 0.017



» Entropy values for French adjectives:

» H([F.SG = F.PL]) = H([F.PL = F.SG]) = 0 : full interpredictibility.




» Entropy is a summary of a probability distribution.
» Thus there can be structure in the distribution that it masks.
> In the case of [M.SG = M.PL]: all the uncertainty is located in a definite
corner of the search space, forms ending in -al.
» The same entropy could have been obtained with scattered
irregularities.



» For [M.SG = F.SG]| the distribution is very different:
» 26 patterns:

Pattern freq. Pattern freq.
e—e / __# 6153 g—riis/ t_# 164
e—g / {[.3.j}{e€}__# 110 g—z / [+cons]_# 153
e—t / [+son,—lat]__# 1178 e—es / [+son][+cons][—back]s__# 6
e—z / [+voc,—cons,—nas]_# 506 o—el / [+cons,+ant]__ # 4
e—d / [—cons,—high]_# 133 e—kt /[—cons,+voc,—low]{e &} # 4
e—s / _H# 22 u—ol / #{p.b.fv,m}__# 2
e—] /#{p.b.fv} {l,r} {e,a€d8}_# 3 e—g / 15 # 2
f—v /[+voc,—cons,—nas,—low]__# 271 e—l / su__# 2
d—an/ ~#29 e—j / #zati # 1
g—en/ _# 339 —ej / Hvj_ # 1
g€—in / [+cons]_# 94 g—in / #tben__ # 1
5—on/ [+cons],[—voc]_# 38 e—v / Hses_ # 1
~—yn/ [+voice][+cons,—high]__# 7 s—f / #se_ # 1




examples
M.SG

M.PL

LAVABLE washable

lavabl

lavabl

ge
nje
pKe
le
epe

ge
njez
pret
led
epes

CONTENT happy
PERSAN persian
ARGENT silver
GRAND large

k3td
pessd
as3d
ged

k3tat
pessan
as3d
gedd

sek

sef




patterns classes entropy

[MSG= MPL] 2 2 0.017
[M.SG = F.SG] 26 41 0.528

» Now imagine a language K where [M.SG = F.SG| for adjectives is as

follows:

class  size patterns  fregs examples
lexeme M.SG M.PL

C 9225 a—u 8494 KALABA  kalaba kalabu
a—i 731 KOLOBA  koloba  kolobi

» Clearly K is very different from French. Yet:

language array patterns classes entropy
French [M.SG = F.SG] 26 41 0.528
K [M.SG = F.SG] 2 1 0.528
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» 51 x 50 = 2550 unary arrays
> Average entropy 0.1618
» Distribution of entropy values:

Density of the distribution of unary implication array entropy

Number of pairs

S T T T T
0.0 0.2 0.4 06

Entropy of unary implication array
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» We uncover 16 zones of perfect interpredictibility:

Finite forms

TEMPS 1sG 2sG 3sG 1pL 2PL 3PL

PRS

IPFV

IMP
PRS.SBJV
FUT
COND
PST

PST.SBJV

Nonfinite forms

INF PRS.PTCP PST.PTCP
M.SG F.SG M.PL F.PL




» The worst predictors of other cells are, by far:
IPFV.1PL,IPFV.2PL,SBJV.1PL,SBJV.2PL
» The entropy from one of those cells to any other cells is always above
0.33
» The entropy from any other cell to any cell is always below 0.31

» This is entirely due to regular phonological processes

» Homorganic vowel insertion between a branching onset and a glide
» Simplification of geminate glides

IPFV.1PL IPFV.1SG  lexeme trans.
surface ¢  underlying ¢
kadsij3 kadsj3 kadre CADRER ‘frame’
kadsij3 kadsijj3 kadsije QUADRILLER  ‘cover’

» Important lesson: phonology has a strong impact on predictibility.



» |f we focus on a set of distillations:

3 o
s 2
g 9 & & =& & & & & = g g 5 5 B
3 & < ~ o o N N - o - ] 5 £ £
] 4 % P 4 z o o > = = - 4 i i
g & &£ £ &£ & = 38 8 2 2 E g 2
PRS.1.5G
PRS.2.5G
PRS.1.PL 0,0012 0,0577
PRS.2.PL 0 --- 0,0577
PRS.3.PL 0,0722 0,0734 0,0022
IPFV.1.PL
IMP.2.5G
IMP.2.PL 0 00,0546 0,0597
SBIV.1.5G 0,0772 0,0785 0,0039
SBIV.1.PL
FUT.1.5G -
PST.1.5G 0,1066 0,0936 0,162 0,163 0,0909 0,1067 — 0,0612 0,1064 0,0476 0,0854
INF 0,0725 0,0732 0,1199 0,0847 0,0673 0,0713 0,1199 0,0805 0,0544 0,0152 - 0,072 0,0424 0,0711
PRS.PTCP 0 0,0012 0,0546 00,2553 0,0012 0,0578 0,0022

PST.PTCP.M.SG | 0,0913 0,0913 0,0801 0,078 0,1231 0,076 0,0902 0,0781 0,1249 0,0716 0,074 0,0228 0,0458 0,0799 ---
PST.PTCP.F.SG | 0,0726 0,0726 0,047 0,042 0,0958 0,0449 0,0716 0,042 0,0964 0,0419 0,0637 0,0147 0,025 0,047 0---

(darker is more unpredictable)
» Some unidirectional categorical implications

» Some cells are better predictors than others
» Variability in what is easy to predict.
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We now have a quantitative assessment of unary implication arrays
for French verbs and adjectives, over a large lexicon.

Question: would we get the same results if we change some
parameters in the procedure?

| will address the following variations:

1.
2.
3.

4.

Taking into account more or less phonotactic similarity

Focusing on written forms or phonetized forms

Looking at a full lexicon or a set of exemplary lexemes (with type
frequency information)

Varying the size of the lexicon

In each case we will conclude that variations result in sizable
differences in the final analysis.



» The previous analysis was based on a full decomposition of segments
in distinctive features.

» This sometimes leads to the inference of quite subtle patterns, e.g.
for [INF = PST.PTCP]:

g — y /[+ant,—lat][+son,+cont][+cons,—cont,—nas]__#

» What happens if we use a less subtle decomposition, or no
decomposition at all?



Phonotactic sensitivity

Full decomposition of segments C/V distinction

2SG  3SG  1PL  2PL 1PL
PRS PRS
IPFV IPFV
IMP IMP
PRS.SBJV PRS.SBJV
FUT FUT
COND COND
PST PST
PST.SBJV PST.SBIV
INE PRS. PST.PTCP INE PRS. PST.PTCP
PTCP M.SG M.PL F.SG F.PL PTCP M.SG M.PL F.SG F.PL
T Eeoas (o 5
Average conditional entropy: 0.1618 Average conditional entropy: 0.2268

» Sizeable rise of average entropy
» Loss of predictibility of the COND.12PL

lexeme trans.  COND.2SG  COND.2PL
MOURIR  ‘die’ MuBKE muskkje
MOUDRE  ‘grind’ mudse mudgije

_ Implicative relations Morphological complexity 30 /51



Phonotactic sensitivity

» We can also completely drop phonotactic sensitivity and assume that

all changes can happen to all forms

Full decomposition of segments No phonotactic sensitivity
1SG  2SG  3SG 1PL 2PL 3SG 1PL 2PL 3PL

PRS PRS
IPFV IPFV
IMP IMP
PRS.SBJV PRS.SBJV
FUT FUT
COND COND
PST PST
PST.SBJV PST.SBJV
INF PRS. PST.PTCP INF PRS. PST.PTCP
PTCP M.SG M.PL F.SG F.PL PTCP M.SG M.PL F.SG F.PL
[« Bl = [[14 15
Average conditional entropy: 0.1618 Average conditional entropy: 0.3463

» Steep rise of average entropy

» Now we are loosing track of the similarity between the PRS.1PL and
the IPFV

_ Implicative relations Morphological complexity 31 /51



Written vs. spoken medium

» We compare the phonetized data from flexique to the orthographic
forms from the Lefff (Sagot et al., 2006)
1w 4846 verbs in the intersection of the two lexica

Surface phonological forms (C/V) Written forms (C/V)
1SG  2SG  3SG 1PL 2PL 3PL 1SG  25G  3SG 1PL 2PL 3PL
PRS
IPFV
IMP
PRS.SBJV
FUT
COND
PST
PST.SBJV
INF PRS. PST.PTCP INF  PRS. PST.PTCP
PTCP M.SG M.PL F.SG F.PL PTCP M.SG M.PL F.SG F.PL
(o N 5 N 0 |
Average conditional entropy: 0.2268 Average conditional entropy: 0.1401

» QOverall, entropy is higher with spoken forms
» However not always, e.g. between PRS.2SG and PRS.35G

_ Implicative relations Morphological complexity 32 /51



» The written data give rise to an unusual situation.

lexeme trans. PRS.2PL SBJV.2PL IMP.2PL

voir see voyez voyiez voyez
payer ‘pay’ payez payiez payez
avoir ‘have’ avez ayez ayez

e ‘be’ sommes  soyez soyez

» In this table, any cell is fully interpredictable from the other except for

[IMP.2PL = SBJV.2PL]
» The same situation arises with SBJV.1SG, SBJV.3SG and SBJV.3PL.

» Because of this, there is no single smallest partition of the paradigm
in classes of fully mutually interpredictable cells.

= Full mutual interpredictibility is not a transitive relation.

7 Is this an artifact of an odd orthographic systems, or do languages

sometimes naturally have that property?



» The methods used here rely heavily on the phonotactic properties of
the lexicon

1 Phonotactic conditions on the context of use of a pattern of alternation
are inferred automatically through an exhaustive examination of the
lexicon.

» Easier strategy: work from exemplars of all inflection classes and
knowledge of the type frequency of each of these patterns

1= See e.g. Stump and Finkel (in press) on French conjugation
== What are the benefits of using a large scale lexicon?

» To investigate this, we emulated Stump and Finkel's dataset by
creating a lexicon containing n copies of each exemplar lexeme, where
n is the type frequency of the relevant inflection class.



Full lexicon or exemplars+frequency

Full lexicon, with phonotactic sensitivity

1SG  25G 3G 1PL  2PL  3PL
PRS
IPFV
IMP
PRS.SBJV
FUT
COND
PST
PST.SBJV
PRS. PST.PTCP
PTCP M.SG M.PL F.SG F.PL
15

Average conditional entropy: 0.1618

Exemplars+frequency, with phonotactic sensitivity
1SG  25G 3G 1PL  2PL  3PL

PST

INF  PRS.
PTCP M.SG M.PL F.SG F.PL

PST.PTCP

L7z 1 3] 9

Average conditional entropy: 0.018

» The results are too good to be true.
» Clearly this is due to a misuse of the Minimal Generalization strategy:
» With only 72 actually distinct lexemes, the algorithm has very little to

generalize over.

» Thus patterns are unnaturally specific, so that situations of uncertainty

barely ever arise.

Implicative relations
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Full lexicon or exemplars+frequency

» If we discard phonotactic sensitivity, we get the same partition, but
unexpectedly low average entropy:

Full lexicon, no phonotactic sensitivity Exemplars+frequency, no phonotactic sensitivity
3SG 3PL 3SG 3PL
PRS PRS
IPFV IPFV
IMP IMP
PRS.SBJV PRS.SBJV
FUT FUT
COND COND
PST PST
PST.SBJV PST.SBJV
INE PRS. PST.PTCP INE PRS. PST.PTCP
PTCP M.SG M.PL FSG F.PL PTCP M.SG M.PL FSG F.PL
[ 14 15 [ 14 15
Average conditional entropy: 0.3463 Average conditional entropy: 0.1733

_ Implicative relations Morphological complexity 36 / 51



» The skewed sampling happens to favor predictibility:

imperfective stem end  true lexicon fake lexicon

complex onset 235 10
/i/ 585 447
other 4504 5969

» Conclusion:

» Using exemplars seems to be harmless if we are only interested in
categorical implications (Stump and Finkel, in press).

» However there is implicative structure based on the phonotactic shape
of the lexicon that will unavoidably be missed.

» Even putting this factor aside, sampling on the basis of overall
inflection classes skews the distribution of patterns of alternation
between individual pairs of cells.



» All the results discussed so far are dependent on the size of the
lexicon we work from.

» As the lexicon grows, the number of patterns it exemplifies grows.

» Even once we reach the full set of patterns in the lexicon, adding in
more lexemes will change the frequency distribution of the patterns

» The token frequency of inflection classes may relate in complex ways to
their type frequency: some highly populated classes may contain only
rare lexemes, and vice-versa.

» Here we have worked with an unnaturally large lexicon

» Probably larger than what any speaker masters
» Definitely more than what a field linguist can hope to collect

» Thus we can conduct sampling experiments and try to assess the
added value of collecting a large lexicon



» We emulate the strategy of a learner (or a field linguist):
» We pick a lexeme of the relevant category in a large corpus at random
» We continue picking random lexemes until we have a list of n distinct
lexemes

» Thus:

» High frequency lexemes have a higher probability of being picked
» There is still room for quite an amount of variation in what gets picked

== |n practice, rather than actually sampling from a corpus, we rely on
the token frequencies of lexemes collected in Lexique 3
» We then compare 50 distinct samples for each lexicon size

» We will focus on adjectives rather than verbs, because it is easier to
work with small paradigms.



» Entropy almost always rises as the lexicon grows

» For some pairs of cells the rise is dramatic
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> At low sample sizes (< 1000) quite a lot of variance
= \We should be careful when interpreting results drawn from a small
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» The rise in entropy is due to a rise in the number of classes

S T T

=)

(2}

n

o

2

2

[

§ T

° -

2

£ -+ o [M.SG=>F.SG]

2 o | o [F.SG=>M.SG]

"gf’ o [M.SG=>M.PL]

g

<<

o
T T T T T T
0 2000 4000 6000 8000 10000
Sample size



The implicative structure of paradigms
[llustrating implicative structure
Studying implicative structure

Unary implicative relations
The algorithm
Caveat

Phonotactic sensitivity

Written vs. spoken medium

Full lexicon or exemplars+frequency
Lexicon size

Conclusions



» | have motivated a particular way of investigating the implicative
structure of paradigms:
» Study directly the frequency distribution of patterns of alternations
(Ackerman et al., 2009)
> Use of Albright's minimal generalization strategy for fast and easy
inference of patterns
» Application of fully automated analytic tools to semi-exhaustive,
unanalyzed datasets
= Systematicity of analytic choices
» Here we focused on unary implicative arrays, but the approach
extends readily to the study of n-ary implicative arrays, and thus to
the inference of principal parts.
» | have shown how details of execution influence the final results:
1= Constitution of the lexicon, pattern inference method, sampling
method, sample
> In the evaluation of any study of implicative relations, each of these
aspects should be examined critically.
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» Family of analyses of Romance conjugation by Boyd colleagues

» (Bonami and Boyé, 2002; Boyé and Cabredo Hofherr, 2006; Bonami
and Boyé, 2007; Bonami et al., 2008; Boyé, 2011; Montermini and
Boyé, 2012; Montermini and Bonami, to appear)

» Ultimately grounded in (Aronoff, 1994)’s view of stem allomorphs and
(Morin, 1987)'s view of implicative relations
» Uniform methodology:
» Abstract away lexeme-specific suppletive forms

» Abstract away constant inflection
> Identify alliances of forms

> The resulting distillation is a stem space

> Identify reliable implicative relations within the stem space, under the
following assumptions:

> The number of links between stems should be minimized
» Implicative relations between two cells rely on a single default strategy



Stem space based partition

Entropy-based partition

Finite forms Finite forms
TEMPS 1sG 2sG 3sG 1rL 2PL 3PL TEMPS 1sG 2sG 3sG 1pL 2prL 3PL
PRS PRS
IPFV IPFV
IMP IMP
PRS.SBJV PRS.SBJV
FUT FUT
COND COND
PST PST

11 11

PST.SBJV PST.SBJV

Nonfinite forms

Nonfinite forms

PST.PTCP

INF PRS.PTCP

M.SG F.SG M.PL F.PL

PST.PTCP
M.SG F.SG M.PL F.PL

INF PRS.PTCP




The simpler partition of (Bonami and Boyé, 2002) is entirely due to:

» Leaving out data (so-called suppletive inflected forms)
» Abstracting away regular phonological processes

Both moves are valid (though disputable) within the construction of a
constructive formal analysis

Neither is justified by direct empirical evidence

Ultimately, the drive towards segmentation (i.e. reducing implicative

structure to morphotactics) was responsible for these analytic choices.
In retrospect it is not clear that they are motivated.



» (Finkel and Stump, 2007, 2009; Stump and Finkel, in press) explore a
research program that shares much of our goals.
» Important differences:
» Focus on categorical implications, hence a subset of what we studied.
» Focus on principal parts

» Principal part systems are very sensitive to the exact lexicon they are
built on, whereas speakers are exposed to varied lexica.

> There are often multiple optimal principal part systems.

» This is not a problem for pedagogy, but calls into question the
usefulness of principal parts as descriptive devices.

» Uses segmented inputs
= Often improves the predictive power of a cell
» Uses exemplars rather than full paradigms

> No sensitivity to the phonological structure of stems
= Often reduces the predictive power of a cell
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