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Morphological diversity

• Sapir identified several dimensions of diversity 

• Number of morphemes per word (analytic, synthetic, 
polysynthetic) 

• Manner of combination (agglutenative, fusional) 

• Function of affixes 

• Class I: concrete roots (table) 

• Class II: functional derivation (-er) 

• Class III: concrete relational (number agreement) 

• Class IV: purely relational (case marking)



Morphological diversity

• Greenberg (1960) tried to make this more precise 

• Index of synthesis (M/W): morphs per word 

• Index of agglutination (A/J): agglutinative constructions 
per morph juncture 

• Compounding index (R/W): roots per word 

• Derivational index (D/W) and inflectional index (I/W) 

• Prefixal index (P/W) and  suffixal index (S/W) 

• Isolation (I/N), pure inflection (Pu/N), concord (Co/N): 
fraction of intra-sentential relations (nexuses) expressed 
by word order, case, or agreement



Morphological diversity

• These metrics are conceptually straightforward but hard 
to implement 

• Greenberg compared “the results of the indices calculated 
for a passage of 100 words of English in 1951, and arrived 
at by methods not longer fully recoverable by 
introspection” with “indices for a 100-word passage done 
recently in accordance with the methods outlined here” 
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The validity of these indices assumes 
that we can define the units employed 
consistently and in such a manner that 
they may be applied to all languages. In 
fact, there is hardly one of the units em- 
ployed in the above formulas which does 
not admit of a number of alternative 
definitions. The choices made here are 
dependent on the particular purposes of the 
study. We always ask what it is that we 
want to measure. In certain cases there 
seems to be no good reason for the choice of 
one alternative over the other from this 
point of view, and a purely arbitrary choice 
was made since some basis of decision had 
to be reached. It may be of some comfort 
to note that the theoretically wide range of 
choice of definitions for certain units only 
bore on decisions for a relatively small 
proportion of difficult instances. As evidence 
of this, the results of the indices calculated 
for a passage of 100 words of English in 
1951, and arrived at by methods no longer 
fully recoverable by introspection, may be 
compared with indices for a 100-word 
passage done recently in accordance with 
the methods outlined here. 

Synthesis .............. 
Agglutination .......... 
Compounding .......... 
Prefixing .............. 
Suffixing.............. 
Gross inflection......... 

1951 
1.62 
.31 

1.03 
1.00 
.50 
.64 

1953 
1.68 
.30 

1.00 
1.04 
.64 
.53 

It should be emphasized that other 
alternatives than those chosen here for the 
definition of units are equally possible and 
probably preferable for certain other pur- 
poses, for example, writing a grammar of a 
language. 

In the following section the chief problems 
encountered in defining the units employed 
in the indices are discussed. These refer to 
the morph, the morpheme, agglutinative 
constructions, the distinction of root, 
derivational and inflexional morphemes, and 
the word. Nothing approaching an exhaus- 

tive treatment of the problems is attempted 
here. The purpose of the present discussion 
is merely to point out the chief problems 
encountered in this study and the reasons 
for the particular solutions which were 
adopted. 

Basic to the synthetic index as well as 
most of the others is the possibility of 
segmenting any utterance in a language 
into a definite number of meaningful 
sequences which cannot be subject to further 
division. Such a unit is called a morph. 
There are clearly divisions which are 
completely justified and which every analyst 
would make. For example, everyone would 
divide English eating into eat-ing and say 
that there were two units. There are other 
divisions which are just as clearly unjustified. 
For example, the analysis of chair into ch-, 
"wooden object," and -air, "something to 
sit on," would be universally rejected. 
There is, however, an intermediate area of 
uncertainty in which opinions differ. Should, 
for example, English deceive be analyzed 
into de- and -ceive? It is this intermediate 
area with which we must be able to deal. 
We start with a set of forms that will be 
hereafter called a square. A square exists 
when there are four meaningful sequences 
in a language which take the form AC, 
BC, AD, BD. An example is the English 
eating : sleeping:: eats:sleeps, where A is 
eat-, B is sleep-, C is -ing and D is -s.2 Where 
a square exists with corresponding variation 
of meaning, we are justified in segmenting 
each of the sequences of which it is com- 
posed. Once it has been segmented, each of 
its segments may then be tested to discover 
if it also is a member of a square. If it is, it in 
turn will be segmented into two morphs. 
If it is impossible, then we have reached the 
limit of analysis and cannot divide further. 
A test of correspondence of meaning is 

2 One of the four elements may be zero pro- 
vided the sequences in which it occurs are free 
forms, i.e., may occur in isolation. For example, 
hand:hands :: table:tables is a valid square, in 
which A is hand, B is table, C is zero, and D is -s. 
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Morphological diversity

• Greenberg (1960)

NO. 3 QUANTITATIVE APPROACH TO MORPHOLOGICAL TYPOLOGY OF LANGUAGE 

TABLE 1 

Sanskrit Anglo-Saxon Persian English Yakut Swahili Annamite Eskimo 

Synthesis .............. 2.59 2.12 1.52 1.68 2.17 2.55 1.06 3.72 
Agglutination ......... .09 .11 .34 .30 .51 .67 ... .03 
Compounding ......... 1.13 1.00 1.03 1.00 1.02 1.00 1.07 1.00 
Derivation ........... .62 .20 .10 .15 .35 .07 .00 1.25 
Gross inflection ....... .84 .90 .39 .53 .82 .80 .00 1.75 
Prefixing .............. .16 .06 .01 .04 .00 1.16 .00 .00 
Suffixing ............. 1.18 1.03 .49 .64 1.15 .41 .00 2.72 
Isolation ............. .16 .15 .52 .75 .29 .40 1.00 .02 
Pure inflection ........ .46 .47 .29 .14 .59 .19 .00 .46 
Concord............... .38 .38 .19 .11 .12 .41 .00 .38 

On the other hand at the boundary between 
"farmer" and "killed" there is no fixed 
maximum number of insertable nuclei. We 
may talk of the "farmer who killed the man 
who killed the man who... killed the ugly 
duckling." The contradiction with the 
phonological word is in certain cases merely 
apparent. Thus in Latin the enclitic -que, 
"and," which is reckoned as a syllable with 
any preceding sequence in locating the 
stress which serves as a phonological word 
marker, is also part of the word by the 
present test. Do'minus, "the lord," and 
do'minus in do'minzsque, "and the lord," 
are not members of the same MSC because 
they are not substitutable for each other. 
Do'minus- belongs to the same nucleus as 
legdtus-, puer, and this class is dependent on 
the class of the following -que, -ve since it 
must be followed by it and hence belongs to 
the same word. Even with monosyllables, 
where there is no stress shift, mu's, "mouse," 
and the mas of mu's-que, "and the mouse," 
are members of different nuclei, since the 
former can be substituted only by do'minus, 
puer etc. The latter only by the class of 
do'minus-, puer-. 

Table 1 shows the calculated indices. 
The languages selected are chiefly those 
frequently cited as examples of specific 
types in the existing literature in typology, 
subject to the limitations of my own knowl- 
edge of specific languages. Instead of 
Turkish, the related Yakut was selected as 

an example of an agglutinating language, 
since the extensive Arabic borrowings in 
Osmanli Turkish have led to irregularities in 
the vowel harmony and in other respects to 
such an extent as to render it untypical. 
Two ancient Indo-European languages, 
Anglo-Saxon and Sanskrit, were chosen, and 
two modern languages of the same German 
and Indo-Iranian branches, modern English 
and Persian, were also selected to illustrate 
long-term change in type. Annamite was 
selected as a representative root isolating 
language, Eskimo as polysynthetic, and 
Swahili as an agglutinative, concordial 
Bantu language.4 (See accompanying table.) 

On the basis of counts such as these, the 
next step would be to define terms like 
analytic, synthetic, agglutinative, and pre- 

4The passages selected were 100 words long 
for each language, as follows: Sanskrit, Hitopadesa, 
ed. Max Mueller, p. 5, varam ekas, ff.; Anglo- 
Saxon, An Anglo-Saxan Reader, J. W. Bright (New 
York, 1917), p. 5, hit gelamp gio, ff.; Persian, Pizzi, 
I., Chrestomathie Persane (Turin, 1889), p. 107, 
ruzi Ibrahimi, ff.; English, New Yorker, Decem- 
ber 13, 1952, p. 29, Anyone who, ff.; Yakut, Ueber 
die Sprache der Yakuten (St. Petersburg, 1851), 
p. 29, min baydsd ff.; Swahili, C. Sacleux Gram- 
maire Swahilie (Paris, 1909), p. 321, Kiyana mmoja, 
ff.; Annamite, M. B. Emeneau, Studies in Viet- 
namese (Annamese) Grammar (Berkeley and Los 
Angeles, 1951), p. 226, mot hom, etc.; Eskimo, W. 
Thalbitzer in Handbook of American Indian Lan- 
guages, Part I, ed. Franz Boas (Washington, 1911), 
p. 1066, kaasasurujuyuaq, ff (phonemicized and 
slightly normalized to conform to Kleinschmidt's 
grammatical description). 
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Morphological diversity

• World Atlas of Language Structures 

• Feature 22A: Inflectional Synthesis of the Verb

http://wals.info/feature




Paradigm size

• Morphological complexity also has a paradigmatic 
dimension 

• Languages vary in the number of affixes that are available 
(Anderson 2015) 

• 500+ derivational affixes in W. Greenlandic 

• 250 in Kwakw’ala 

• 150 in English 

• 15 in Mandarin 

• 0 (?) in Vietnamese



Paradigms

• The earliest grammatical literature are  Old Babylonian 
Grammatical Texts (from 2000BC–1600BC) 

• Grids of words in Sumerian and Akkadian following a 
(more or less) consistent pattern 

• Verb paradigms list 3rd person, then 1st, then 2nd 

• Other consistent patterns for nouns and verbs 

• Scribes deviated from the usual order to point out 
complications in Sumerian grammar





�� 3(7(5�-��+8%(5�

7DEOH����7KH�QH[W�WZHQW\�SDUDJUDSKV�RI�2%*7�9,,��XS�WR�WKH�HQG�RI�WKH�VLQJXODU�VHFWLRQV��WDNHQ�IURP�
WKH�8U�UHFHQVLRQ��8(7������DQG�������ILUVW�OLQHV�RQO\��3UHVHQW��3V��DQG�SUHWHULWH�WHQVH��3W��IRUPV��3DUDJUDSK�
QXPEHULQJ�DFFRUGLQJ�WR�2%*7�9,,��OLQH�QXPEHULQJ�DFFRUGLQJ�WR�8(7����7KH�SDUDJUDSKV�DUH�DUUDQJHG�
LQ�WKH�RUGHULQJ�RI�WKH�8U�UHFHQVLRQ��$Q�DQDO\VLV�RI�WKH�$NNDGLDQ�VWUXFWXUH�LV�JLYHQ�RQ�WKH�ULJKW��

2%*7�9,,��,QGLFDWLYH�IRUPV��SUHVHQW��SUHWHULWH� $NN��VWUXFWXUH�

i��� ��� DP�GX� LOODNDP� KH�FRPHV� �� *� 9� 3V�
i��� ��� DP�VL�GX� LOODNDVVXP� KH�FRPHV�WR�KLP� �'� *� 9� 3V�
i��� ��� PX�H�VL�GX� LOODNDNNXP� KH�FRPHV�WR�\RX� �'� *� 9� 3V�
i��� ��� DP�PD�GX� LWWDOODNDP� KH�FRPHV�DZD\� �� *W�9� 3V�
i��� ��� DP�PD�VL�GX� LWWDOODNDVVXP� KH�FRPHV�DZD\�WR�KLP� �'� *W�9� 3V�
i��� ��� DP�PX�H�VL�GX� LWWDOODNDNNXP� KH�FRPHV�DZD\�WR�\RX� �'� *W�9� 3V�

i��� ��� L�GX� LOODN� KH�JRHV� �� *� �� 3V�
i��� ��� LQ�VL�GX� LOODNVXP� KH�JRHV�WR�KLP� �'� *� �� 3V�
i��� ��� ED�GX� LWWDOODN� KH�JRHV�DZD\� �� *W��� 3V�
i��� ��� ED�VL�GX� LWWDOODNVXP� KH�JRHV�DZD\�WR�KLP� �'� *W��� 3V�

i��� ��� L�LP�JHQ� LOOLNDP� KH�FDPH� �� *� 9� 3W�
i��� ��� L�LP�VL�JHQ� LOOLNDVVXP� KH�FDPH�WR�KLP� �'� *� 9� 3W�
i��� ��� PX�H�VL�JHQ� LOOLNDNNXP� KH�FDPH�WR�\RX� �'� *� 9� 3W�
i��� ��� LP�PD�JHQ� LWWDONDP� KH�FDPH�DZD\� �� *W�9� 3W�
i��� ��� LP�PD�VL�JHQ� LWWDONDVVXP� KH�FDPH�DZD\�WR�KLP� �'� *W�9� 3W�
i��� ��� LP�PX�H�VL�JHQ� LWWDONDNNXP� KH�FDPH�DZD\�WR�\RX� �'� *W�9� 3W�

i��� ��� LQ�JHQ��L�JHQ� LOOLN� KH�ZHQW� �� *� �� 3W�
i��� ��� LQ�VL�JHQ� LOOLNVXP� KH�ZHQW�WR�KLP� �'� *� �� 3W�
i��� ��� ED�JHQ� LWWDODN� KH�ZHQW�DZD\� �� *W��� 3W�
i��� ��� ED�VL�JHQ� LWWDODNVXP� KH�ZHQW�DZD\�WR�KLP� �'� *W��� 3W�

���7KH�3DUDJUDSK�6WUXFWXUH�
RI�WKH�3DUDGLJPV�

$V�PHQWLRQHG�DERYH��DOUHDG\�VRPH�VLPSOH�REVHU��
YDWLRQV�RI�WKH�SDUDGLJP�JULGV�OHDG�WR�TXLWH�VXEWOH�
FRQFOXVLRQV�RQ�WKH�ODQJXDJH�VWUXFWXUH�RI�6XPHULDQ�
DQG�$NNDGLDQ��DV�SHUFHLYHG�E\�WKH�2%�JUDPPDULDQ��
7KH�SDUDGLJPV�DUH�VXEGLYLGHG�LQWR�SDUDJUDSKV��

ZKRVH�VWUXFWXUH�LV�EDVHG�RQ�$NNDGLDQ�FRQMXJD��
WLRQ��0RVW�SDUDJUDSKV�KDYH���OLQHV��LQ�WKH�RUGHU��
�G����VW����QG�SHUVRQ�VXEMHFW��:LWK�QRQ�LQGLFDWLYH�
IRUPV��WKH�RUGHU�LV�UHYHUVHG��LPSHUDWLYH��QG���
YROLWLYH�OVW���SUHFDWLYH��G���7KLV�SDUDJUDSK�VWUXF��
WXUH�GLYLGHV�WKH�6XPHULDQ�IRUPV�LQWR�WZR�FRQMX��
JDWLRQ�W\SHV��

6XIIL[�FRQMXJDWLRQ��L�GX��L�GX�XQ��L�GX�XQ���KH�JRHV���
�,�JR����\RX�JR����
ᒹ� LQWUDQVLWLYH�YHUEDO�IRUPV�
ᒹ� SUHVHQW�WHQVH�IRUPV�RI�WUDQVLWLYH�YHUEV�
ᒹ� 1RQ�LQGLFDWLYH�IRUPV��LPSOLFLW�LQ�VLQJXODU��
H[SOLFLW�LQ�SOXUDO��

ᒹ� IRUPV�UHQGHUHG�E\�$NNDGLDQ�SDVVLYHV�
ᒹ� PRVW�VWDWLYH�IRUPV�

,QIL[�FRQMXJDWLRQ��PX�XQ�JDU��PX�JDU��PX�JDU���KH�

SODFHG����,�SODFHG����\RX�SODFHG���
ᒹ� SUHWHULWH�WHQVH�IRUPV�RI�WUDQVLWLYH�YHUEV�
ᒹ� VRPH�VWDWLYH�IRUPV�
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Paradigm size

• Inflection is another source of paradigmatic complexity 

• Latin ‘star’ 
 
 SINGULAR PLURAL 
NOMINATIVE stēlla stēllae 
GENITIVE stēllae stēllārum 
DATIVE stēllae stēllīs 
ACCUSATIVE stēllam stēllās 
ABLATIVE stēllā stēllīs 
VOCATIVE stēlla stēllae 

• One suffix per wordform, but between 8 and 12 
alternatives for the suffix



Paradigm size

• WALS on case inventories



Paradigm size

• WALS on past tenses





-8- 
 

(7) a. syaMkaPso ñüP=gaP=KmbeP txaP=maP=KmbYM=KmbeP ndöMxi 
  just_in_case DEF=1=PL.EXCL 1(.PRES).CONT.R=IMPF=be.at.place=PL.EXCL Monday 
  ‘We were there on Monday just in case.’ (Txt) 
 
 b. ti=gi=jwaM=i jCKni=gwaP 
  3(.PRES).IRR=PST.IRR=kill[3OBJ].B=PL person=here 
  ‘(So that) he was going to kill the people here.’ (Txt) 
  
These inflectional formatives do not behave uniformly when hosted on the stem. An instance 
is given in (8), where the exponent for the first person tYP can be either hosted as an enclitic 
on the preceding clitic cluster, like in (8a), or it may be hosted as a proclitic on the stem, like 
in (8b), (square brackets indicate junctures of phonological phrases; the main stress in the 
inflectional form falls on the first syllable of the verbal stem). 
 
(8)    para ga ta tYP GpQPtKYhYP 

a. para  [[ga=ta]=tYP]=[GpQPtKY=hYP] 
b. para  [ga=ta]=[tYP=GpQPtKY=hYP] 

  PURP 1.AMBU.IRR=AMBU=1=make.tortillas.AS=PL.INCL 
  ‘So that we (you and me) go and make tortillas.’ (Txt) 
 
The structure in examples like (8) call for the existence of subtle morphophonological rules 
that restrain the order in which the formatives may cluster together in the shaping of an 
inflectional form, which at times involve different outcomes in vowel harmonization 
processes (see Palancar 2009b for a discussion). Nevertheless, such rules are poorly 
understood, and because of this, the formatives will be represented as independent 
morphemes orthographically. Such a treatment is immaterial for the purpose of the present 
article. 
 
3.2.  The tenses of Tilapa Otomi 
 
The grammatical tenses of T-Oto are organized around a realis/irrealis mood distinction. The 
paradigm of the transitive verb Xeni ‘wash (clothes)’ given in Table 2 instantiates the 15 
tenses that I have been able to identify in the language, with approximate translations in 
English. For convenience, the inflected forms exemplifying each tense are given in the 
second person. 
 
Table 2. The grammatical tenses of T-Oto. 

R
ea

lis
 

Present  continuous graP Gpeni ‘you're washing it now’ 
 habitual grYP Gpeni ‘you commonly wash it’ 
Ambulative  gaP Gpeni ‘you wash it away (here and there)’ 
Imperfect  continuous graP maP Gpeni ‘you were washing it’ 
 habitual grYP mYP Gpeni ‘you used to wash it’ 
 ambulative gaP maP tZP Gpeni ‘you were washing it away/long ago’ 
Past  gYP Gpeni ‘you washed it’ 
Perfect  xkYP Gpeni ‘you've already washed it’ 
Pluperfect  xkZP Gpeni ‘you'd already washed it’ 

Ir
re

al
is Present  gi Gpeni ‘you'll wash it’ 

Immediative  xta gi Gpeni ‘you're about to wash it’ 
Ambulative  gi tZP Gpeni ‘you'll wash it away (here and there)’ 
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Andative  gri Gpeni ‘you'll go wash it’  
Past  gi gi Gpeni ‘you'd wash it’ 
Perfect  xki gi Gpeni ‘you'd have washed it’ 

 
In the realis mood, there is an aspectual distinction between continuous and habitual for the 
present and the imperfect. The present and imperfect habitual are also used in nominal 
predication. In addition, in Table 2 there are some tenses with local semantics that provide 
motion information about the subject: the ambulative (an alternative term for “perlocative”) 
portrays the subject as moving about and the andative depicts the subject as moving away 
from the speech act situation in order to perform the action.  
 

In other tenses, local values may be realized in the inflected form by means of 
additional morphemes associated with a specific tense, as shown in Table 3. For example, an 
andative value can be encoded in the ambulative realis by means of the element -r. Similarly, 
a cislocative value that portrays the subject moving towards the speech act situation can be 
encoded in the ambulative realis by means of a labial affix, which surfaces as an infix, and 
which is at times complemented by the formative tZP. In other tenses, the same labial affix is 
used to express a translocative value. This value portrays the subject as either doing the 
action in a different place than the speech act situation or as moving away to such a place 
(i.e., it may convey andative semantics). This is shown in Table 3, where the labial affix 
appears as an infix. 
 
Table 3. Local values. 

R
ea

lis
 Ambulative andative gaP-r Xeni ‘you wash it away (here and there)’ 

 cisloc. g‹w›aP tZP Gpeni ‘you're washing it as you come’ 
Past transloc. g‹w›Y P Gpeni ‘you washed it somewhere else’ 
Perfect transloc. xk‹w›YP Gpeni ‘you've already washed it somewhere else’ 
Pluperfect transloc. xk‹w›YP Gpeni ‘you'd already washed it somewhere else’ 

 Ir
r Present transloc. g‹w›Y Gpeni ‘you'll (go and) wash it somewhere else’ 

Past transloc. g‹w›Y g‹w›Y Gpeni ‘you'd (go and) wash it somewhere else’ 
 
Conveying local information morphologically in the verb is an old grammatical property that 
is manifested in all Otomi languages in some way or another, but it is only in 
morphologically conservative languages like T-Oto and Eastern Highlands Otomi 
(Voigtlander and Echegoyen 1979) where it has kept the more inflectional contrasts, although 
with slight differences in usage. In general, while other languages have more limited 
inventories, the abundance of grammatical tenses in Otomi is typologically remarkable within 
a larger Oto-Manguean context where the average system has inflectional contrasts typically 
resolving around three main aspectual dimensions inherited from the proto-language, i.e., 
completive, incompletive and potential (see Kaufmann 1990). 
 
4.  The conjugation classes of Tilapa Otomi 
 
In the previous section, I have briefly introduced a number of grammatical properties of verbs 
in T-Oto and have shown the different grammatical tenses that exist in the language. In this 
section, I show that the verbs of T-Oto fall into three classes for inflectional purposes. This 
can be observed in a number of facts. Consider for this purpose the inflectional behavior of 
the three intransitive verbs VCPgi ‘fall’, BYPni ‘grind corn’, and fQtKi ‘shiver’ when they are 
inflected for the first person of present irrealis. The inflected forms are shown in (9).5  

Tilapa	Otomi	tenses	(Palancar	2012)
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Andative  gri Gpeni ‘you'll go wash it’  
Past  gi gi Gpeni ‘you'd wash it’ 
Perfect  xki gi Gpeni ‘you'd have washed it’ 

 
In the realis mood, there is an aspectual distinction between continuous and habitual for the 
present and the imperfect. The present and imperfect habitual are also used in nominal 
predication. In addition, in Table 2 there are some tenses with local semantics that provide 
motion information about the subject: the ambulative (an alternative term for “perlocative”) 
portrays the subject as moving about and the andative depicts the subject as moving away 
from the speech act situation in order to perform the action.  
 

In other tenses, local values may be realized in the inflected form by means of 
additional morphemes associated with a specific tense, as shown in Table 3. For example, an 
andative value can be encoded in the ambulative realis by means of the element -r. Similarly, 
a cislocative value that portrays the subject moving towards the speech act situation can be 
encoded in the ambulative realis by means of a labial affix, which surfaces as an infix, and 
which is at times complemented by the formative tZP. In other tenses, the same labial affix is 
used to express a translocative value. This value portrays the subject as either doing the 
action in a different place than the speech act situation or as moving away to such a place 
(i.e., it may convey andative semantics). This is shown in Table 3, where the labial affix 
appears as an infix. 
 
Table 3. Local values. 

R
ea

lis
 Ambulative andative gaP-r Xeni ‘you wash it away (here and there)’ 

 cisloc. g‹w›aP tZP Gpeni ‘you're washing it as you come’ 
Past transloc. g‹w›Y P Gpeni ‘you washed it somewhere else’ 
Perfect transloc. xk‹w›YP Gpeni ‘you've already washed it somewhere else’ 
Pluperfect transloc. xk‹w›YP Gpeni ‘you'd already washed it somewhere else’ 

 Ir
r Present transloc. g‹w›Y Gpeni ‘you'll (go and) wash it somewhere else’ 

Past transloc. g‹w›Y g‹w›Y Gpeni ‘you'd (go and) wash it somewhere else’ 
 
Conveying local information morphologically in the verb is an old grammatical property that 
is manifested in all Otomi languages in some way or another, but it is only in 
morphologically conservative languages like T-Oto and Eastern Highlands Otomi 
(Voigtlander and Echegoyen 1979) where it has kept the more inflectional contrasts, although 
with slight differences in usage. In general, while other languages have more limited 
inventories, the abundance of grammatical tenses in Otomi is typologically remarkable within 
a larger Oto-Manguean context where the average system has inflectional contrasts typically 
resolving around three main aspectual dimensions inherited from the proto-language, i.e., 
completive, incompletive and potential (see Kaufmann 1990). 
 
4.  The conjugation classes of Tilapa Otomi 
 
In the previous section, I have briefly introduced a number of grammatical properties of verbs 
in T-Oto and have shown the different grammatical tenses that exist in the language. In this 
section, I show that the verbs of T-Oto fall into three classes for inflectional purposes. This 
can be observed in a number of facts. Consider for this purpose the inflectional behavior of 
the three intransitive verbs VCPgi ‘fall’, BYPni ‘grind corn’, and fQtKi ‘shiver’ when they are 
inflected for the first person of present irrealis. The inflected forms are shown in (9).5  

(and	verbs	agree	with	the	person	of	the	subject!)



Paradigm size

• Kiksht past tenses 

• Bamilete-Dschang has 15 compound tenses: “Thus, 
combination of the tomorrow future (F3) with the later 
today future (F2) indicates a situation that will hold soon 
after some reference point tomorrow . . .” (Comrie 1985)

ga(l) . . . u- remote past 
ga(l) . . . t- from one to ten years ago 
ni(g) . . . u- from a week to a year ago 
ni(g) . . . t- last week 
na(l)- last couple of days 
i(g) . . . u- earlier today 
i(g) . . . t- just now



Morphological diversity

• Beyond simple counting, we can look for ways that 
languages typically can be complex 

• Nichols (1992) proposed a complexity metric based on the 
fraction of possible inflections a language showed (cf. 
Greenberg’s nexus-based measures) 

• McWhorter (2001) on creoles 

• Markedness of phonemic inventory 

• Number of rules in syntax 

• Degree of grammaticalization of “fine-grained semantic 
and pragmatic distinctions”



Morphological diversity

• Rich case or tense systems add complexity to a 
morphological system, but also do communicative work 

• Is Bamilete-Dschang more complex than Mandarin, or 
less? 

• Can we quantify the net complexity of morphology?



Algorithmic complexity

• The Kolmogorov complexity K(s) of a sequence is the 
length of the shortest program that can generate it 

• Take some sequences of 1,000,000 digits: 
 
00000000000000… 
0101010101010… 
1223334444555556… 
001012012301234… 
1248163264128256… 
1123581321345589144… 
31415926535897932… 
78254633069748271…



Algorithmic complexity

• The smallest program generating a completely random 
sequence is the sequence itself (randomness=complexity) 

• Regularities in the sequence let us shorten the program 
(patterns=simplicity) 

• Problems 

• What programming language should we use? 

• How do we know we’ve got the shortest program? 

• K(s) is not computable, but we can get an upper bound on 
it via compression



Algorithmic complexity

• Compressed sizes of 1,000,000 digit sequences, in bytes: 
 
00000000000000… 992 
0101010101010…  993 
1223334444555556… 2,843 
001012012301234…  9,769 
1248163264128256…  470,677 
1123581321345589144…  470,594 
31415926535897932…  470,450 
78254633069748271… 470,474



Algorithmic complexity

• Juola (1998) used this as a tool to get at the syntax/
morphology trade-off 

• Take Bible translations in various languages and compress 
them to estimate K(s) 

• Replace each word with a random number (the=7643, 
house=65, …) 
 
 

• Compress the result to estimate K(s′)



Algorithmic complexity



Algorithmic complexity

• Compare K(s) and K(s′): the difference is what 
morphology (and phonology?) was contributing to 
patterns



Algorithmic complexity

• Removing phonology and morphology together makes the 
results very hard to interpret 

• Developed further by Moscoso del Prado Martín (2011) 

2007). The irreducible information that is left after com-
pression provides a useful index of the informational con-
tent of the signal; its Algorithmic Information Content
(AIC; Chaitin, 1987; Kolmogorov, 1965), and can thus
be taken as a theory-free measure of complexity.1 Notice
that, by themselves, AIC approaches based on the com-
pressibility of a corpus (such as Juola, 1998, 2007) do not
in fact constitute measures of complexity; it is easy to see
that AIC would rate an incompressible totally random
corpus as being more complex than the complete works
of Shakespeare, as the latter can be compressed to some
degree. In contrast, the approach of Goldsmith (2001)
overcomes this limitation. It does not measure the com-
pressibility of the corpus, but rather, the compressibil-
ity of its formal regularities (a random text would have
no regularities to compress). However, by summariz-
ing paradigms as sets of forms and a�xes, Goldsmith
(2001)’s approach overlooks the crucial role that can be
played by the actual functions served by each inflected
variant, as these relate to the complexity of the system,
and have been shown to be of crucial importance for the
cognitive system (Kostić, Marković, & Baucal, 2003).

Outline

In what follows, I start by using the definition of the
E↵ective Complexity of language (Moscoso del Prado
Mart́ın, submitted) to derive a measure of inflectional
complexity. This is followed by a corpus-based analysis
of the inflectional complexity of six European languages,
investigating the variation in morphological complexity
according to di↵erent measures. I conclude by discussing
the theoretical implications of the results.

Formulation & Computational Methods

E↵ective Complexity of Language

As in Moscoso del Prado Mart́ın (submitted), the defini-
tion of linguistic complexity is derived from Gell-Mann
(1995)’s general definition of E↵ective Complexity:

A measure that corresponds [. . . ] to [. . . ] complex-
ity [. . . ] refers not to the length of the most concise
description of an entity (which is roughly what AIC
is), but to the length of a concise description of a
set of the entity’s regularities. Thus something al-
most entirely random, with practically no regulari-
ties, would have e↵ective complexity near zero. So
would something completely regular, such as a bit
string consisting entirely of zeroes.

For human languages, such descriptions of the system’s
regularities are grammars. Indeed, many have advocated
that the best measure of a language’s complexity would

1
The approach advocated by Goldsmith (2001) is not com-

pletely theory-free, as it requires the parsing of words into

stems and a�xes, which is in itself a strong theoretical com-

mitment.

be the size of the shortest grammar that could fully de-
scribe it (Goldsmith, 2001; McWhorter, 2001). As a
starting point, let us assume that the regularities that
need to be accounted for correspond to all the sentences
that appear in an arbitrarily large reference corpus of
a language. This is to say, the definition of grammati-
cal complexity rests on a reference corpus containing N

characters (or phonemes, etc.), and corresponds to the
length of the shortest possible grammar that can gener-
ate all the sentences in that corpus (i.e., it is complete)
and only those (i.e., it does not over-generate). Notice
this definition leaves open the grammatical theory or for-
malism in which the grammar is expressed: Any formal
mechanism that is able to generate the sentences in a
language is valid candidate. Let us denote the length of
that optimal grammar as G(N). In parallel to the defini-
tion above, one can also consider the AIC of the reference
corpus, that is, the length of the shortest possible algo-
rithmic description enabling its full reconstruction and
denote the length of that optimal compression by H(N).

On the one hand, the grammar that determines G(N)
needs to be able to generate all sentences in the corpus.
On the other hand, the compressed version of the cor-
pus also needs to generate all those very sentences, with
only the additional burden of having to reconstruct their
actual ordering and frequencies of occurrence. As both
H(N) and G(N) are defined in terms of ideal ‘optimal’
methods that do not waste any space, one can decom-
pose

H(N) = G(N) + Hs(N), (1)

where Hs(N) � 0 denotes the additional information
that needs to be coded in the AIC. It is useful to think
of G(N) and H(N) in terms of per-character rates; their
relation to the size of the reference corpus:

g(N) =
1
N

G(N) =

=
1
N

[H(N)�Hs(N)] = h(N)� hs(N). (2)

If a finite grammar for a language does exist, then, for
increasingly large corpora, the grammar should come
closer to being ‘complete’. That is to say, from some
large N onwards, G(N) should grow much more slowly
than N itself. One can now take the idealization a step
further, and require that the ideal grammar be able to
generate all sentences (and only those) that could even-
tually happen in the language (i.e., they have non-zero
probabilities of occurrence). This is equivalent to tak-
ing the limit of an infinite corpus size. In this way, one
defines the grammatical complexity of the language as

G = lim
N!1

G(N). (3)

At this extreme, the finite grammar should be complete,
hence its size would become negligible compared to that
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that appear in an arbitrarily large reference corpus of
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On the other hand, the compressed version of the cor-
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only the additional burden of having to reconstruct their
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If a finite grammar for a language does exist, then, for
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closer to being ‘complete’. That is to say, from some
large N onwards, G(N) should grow much more slowly
than N itself. One can now take the idealization a step
further, and require that the ideal grammar be able to
generate all sentences (and only those) that could even-
tually happen in the language (i.e., they have non-zero
probabilities of occurrence). This is equivalent to tak-
ing the limit of an infinite corpus size. In this way, one
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At this extreme, the finite grammar should be complete,
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of the corpus. Defining the grammatical density of the
language as the infinite corpus size limit of g(N),

g = lim
N!1

g(N) = lim
N!1

G(N)
N

. (4)

If G is finite, one should find that

g = lim
N!1

G(N)
N

= 0. (5)

That is to say, for a language to have a finite grammar,
its grammatical density should be zero so that the limits
in Eqs. 3–5 converge. One can also extend this limiting
condition to the compressibility measures, and write

g = lim
N!1

g(N) = lim
N!1

[h(N)� hs(N)] = h� hs = 0.

(6)
On the one hand, h reflects the rate of compressibility of
the original corpus, taken to the limit of infinite corpus
size. On the other hand, hs is the rate of compressibil-
ity of a manipulated version of the corpus, where the
sentence identities, frequencies, and orderings are main-
tained, but their actual internal structure is lost. For
stationary2 ergodic sources, it is guaranteed that h and
hs are actually the source entropies (Shannon, 1948) of
the original and modified versions of the corpus (Chaitin,
1987; Kolmogorov, 1965).

Moscoso del Prado Mart́ın (submitted) found that, for
human languages g > 0, and therefore no finite gram-
mar can ever be found that fully accounts for all sen-
tences in the language without generating impossible
sentences. In other words, the grammatical complex-
ity G of languages is not finite, but rather keeps growing
for a growing reference corpus. In contrast, the gram-
matical density measure g provides a finite value that
can be compared across languages, corresponding to the
average information that is provided by each new char-
acter or phoneme in the large corpus size limit. This
is to say, even if the actual grammatical complexity is
not finite, one can compare the speed at which the com-
plexity increases with increasing corpus size. Di↵erent
languages can be encoded with more or less transparent
orthographies, or may make use of longer, but very pre-
dictable expressions. Therefore, it is important to con-
sider the grammatical density, not in terms of characters
or phonemes, but using instead the basic unit that is be-
ing considered for the grammar, that is, the sentence.
We can therefore define the per-sentence grammatical
density of the language as:

gs = Ls · g, (7)
2
Stationarity is not a property of linguistic corpora, but

it can be enforced by simply randomizing the order of the

sentences in the corpus (Moscoso del Prado Mart́ın, submit-

ted). This discards all supra-sentential information, but we

are assuming that the grammar must produce all well-formed

sentences, and information beyond the sentence is thus not

relevant here.

where Ls denotes the mean length of a sentence in
whichever units (characters, phonemes, . . . ) g was com-
puted. This new measure provides a finite index of
the complexity of a language, precisely measuring how
much grammatical knowledge is provided by each new
observed sentence.

Inflectional complexity

Assuming that one can somehow separate the di↵erent
contributions to the per-sentence grammatical density
that are provided by the di↵erent components of the
grammar (below the sentence level) one could decom-
pose gs into something like

gs = g
lexicon
s + g

inflection + g
derivation
s + g

syntax
s + . . . . (8)

Consider now that one could erase from the corpus all
inflectional information without disturbing any of the
other levels. In this case, one would obtain a new ver-
sion of the grammatical densities that would discount all
inflectional information,

g
0
s = g

0lexicon
s + g

0derivation
s + g

0syntax
s + . . . , (9)

such that one can write,

g
inflection
s = gs � g

0
s. (10)

I refer to g
inflection
s as the inflectional complexity of a lan-

guage, and it measures the average amount of informa-
tion required to describe the new inflectional structures
contained by a newly observed sentence. This measure
is readily computable, and it enables direct comparison
of the inflectional systems of di↵erent languages. Notice
also that its actual values are themselves meaningful. A
positive g

inflection
s indicates that the presence of the mor-

phological system increases the size of the grammar that
is required to describe the language. On the other hand,
were g

inflection
s to be negative, it would indicate that the

presence of the inflectional structures in fact simplifies
the grammar of the language; the grammar would be
more complex if the inflectional structures were absent.

Computations

The discussion above assumes that the entropy measures
h and hS can be accurately estimated from corpora.
Here, I provide a summary of the methods used for esti-
mating these magnitudes, see Moscoso del Prado Mart́ın
(submitted) for a more detailed discussion of these meth-
ods and their accuracy.

Estimation of h: Asymptotic Lempel-Ziv com-

plexity The source entropy h indexes the compressibil-
ity of the corpus. Although knowing what is the shortest
possible (the most compressed) version of a sequence is
impossible unless one explicitly knows the dynamics of
the process that generated it, some specific lossless com-
pression algorithms are guaranteed to converge to this
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Algorithmic complexity

• Further decompose per-sentence complexity 

• Remove inflection from words in Europarl corpus using a 
lemmatizer (cars → car, ate → eat, etc) 

• Remove syntactic relations by randomizing the order of 
words in the corpus 

• Compare compressed sizes (*) of corpora before and after 
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Figure 1: Summary of results. The upper panel plots the distribution of inflectional complexity (in nats/sentence)
values obtained for each language in the original word order corpora. The lower panel plots the same results for the
corpora in which the word order was randomized.
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Algorithmic complexity

• Ehret (2018) also adapted Juola’s method, comparing the 
compressed size of: 

• original document 

• document with 10% of the words removed (syntax) 

• document with 10% of characters removed 
(morphology) 

• Applied to sample of texts from UD in 37 languages



tem. In a similar vein, Urdu is ranked as one of the overall most complex texts,
while Hindi is ranked as the overall least complex text. The placement of Urdu
and Hindi at the extreme opposite ends of the overall complexity hierarchy could
also be due to their use of different writing systems.

Figure 1. Upper plot: Overall complexity hierarchy. Negative residuals indicate below-average com-
plexity; positive residuals indicate above-average complexity. Lower plot: Morphological by syntactic
complexity. Abscissa indexes increased syntactic complexity; ordinate indexes increased morphologi-
cal complexity.
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Morphological diversity

• Rich case or tense systems add complexity to a 
morphological system, but also do communicative work 

• Another dimension of complexity comes from lexically 
conditioned allomorphy (e.g., inflection classes) 

• Latin nouns 

• 6 cases, 2 numbers = 12 forms 

• >5 different sets of 12 forms



Inflection classes

• Inflection classes also create a kind of paradigmatic 
complexity 

• Baerman, et al. (2009): Nuer nouns have two stems and 
three possible suffixes: -Ø, -kä, -ni

 6

morphosyntactic information (e.g. a form in -a only identifies class II if it is labelled as ‘NOM 

SG’.) 
 In other cases, though, multiple principal parts will be needed, producing quite a 
dense lexical entry. Consider Nuer (a Nilo-Saharan language spoken in Sudan), in the variety 
described by Frank (1999). Nouns inflect for three cases (nominative, genitive and locative) 
in the singular and plural. The set of case endings is quite restricted: for most nouns case 
inflection involves the bare stem and/or -kä in the non-nominative cases of the singular, and 
the bare stem and/or -ni in the plural (in addition, there are possible stem alternations which 
are largely independent of the choice of case ending).7 However, while the repertoire of case 
endings is small, their distribution is highly variable from lexeme to lexeme. Figure 8 gives 
some examples.  
 

 ‘bear’ ‘ant’ ‘lion’ ‘fat’ ‘egret’ ‘monkey’  ‘child’ 
NOM SG lŲt ͡iŲc lony liŲth böö͡ gÞÞk gat 
GEN SG lŲt ͡iŲc-kä lony liŲth-kä böö͡-ka  gÞÞk-kä gat-kä ܉
LOC SG lŲt ͡iŲc-kä lony liŲth böö͡-ka  gÞak gat-kä ܉
NOM PL leet ͡iic luony lith bo o܉  ni gÞak-ni gaat-͡܉
GEG PL leet-ni ͡iic-ni luony-ni lith-ni bo܉o  ni gÞak-ni gaan-͡܉
LOC PL leet-ni ͡iic-ni luony lith-ni bo܉o  ni gÞaak-ni gaat-͡܉

Figure 8: Varieties of Nuer noun inflection (Frank 1999) 

Within the singular and plural nearly every logical possible pattern is found in Frank’s 
corpus, yielding four singular patterns and six plural patterns.  
 

 I II III IV

1 Ø Ø Ø Ø

2 Ø -kä -kä Ø
3 -kä -kä Ø Ø

Figure 9: Singular noun inflection in Nuer (Frank 1999) 

 
 I II III IV V VI

1 Ø -ni  Ø Ø -ni  Ø
2 Ø -ni  -ni  -ni  Ø Ø

3 -ni  -ni  -ni  Ø -ni  Ø

Figure 10: Plural noun inflection in Nuer (Frank 1999) 

Looking first at the singular and plural patterns individually, one sees that because of the 
small number of elements that constitute the system, and the freedom with which they are 
combined, in none of the classes is one form by itself sufficient to predict the rest of the 
paradigm. One needs two or even three forms in order to unambiguously identify the pattern.  

And what is more, singular and plural patterns combine promiscuously with each 
other, yielding sixteen paradigm types: 
 

                                                 
7 This is in fact a simplified version of the system: (i) there is an additional NOM and GEN SG allomorph -ä, 
whose distribution matches that of -kä, with which it may also be combined in the same paradigm, and (ii) there 
are a few additional aberrant patterns involving the affixes -kä and -ni. 



Inflection classes

• The possible combinations of singular and plural patterns 
yield 16 different inflection classes 

 7

s i n g u l a r  p a t t e r n s  

 I  II  III  IV 
NOM SG Ø  Ø  Ø  Ø 
GEN SG Ø  -kä  -kä  Ø 
LOC SG -kä  -kä  Ø  Ø 
 
 
 
 
 
 
 I  II  III  IV  V  VI 
NOM PL Ø  -ni   Ø  Ø  -ni   Ø 
GEN PL Ø  -ni   -ni   -ni   Ø  Ø 
LOC PL -ni   -ni   -ni   Ø  -ni   Ø 

p l u r a l  p a t t e r n s  
Figure 11: Singular ~ plural pattern mapping in Nuer (based on Frank 1999) 

Thus, even though the paradigm for any lexeme is small, its lexical entry on a principal parts 
analysis will be rich; for some classes, the better part of the paradigm must be stored.  

A further factor which compounds the complexity of inflectional classes is distributed 
exponence; that is, when inflectional information is distributed across various positions or 
zones of the word form, which may then behave independently of each other. Consider the 
verb paradigm in Chiquitlan Mazatec, an Otomanguean language of Oaxaca, Mexico 
(Jamieson 1982). Subject person and number is realized in three positions in the word: the 
final vowel, the prefixed initial syllable, and the tone (represented by superscript numerals, 
with ‘1’ the highest and ‘4’ the lowest tone). These three systems vary independently of each 
other, with each one falling into distinct inflectional classes in their own right. Figure 12 
illustrates these multiple intersecting inflectional classes, taking the verb ‘gather’ as point of 
reference, and comparing it to three other verbs. In terms of its final vowel inflection, 
‘gather’ forms a class with ‘return’, but not with the others. Its prefixal inflection groups it 
with ‘pull out’, while its tonal inflection matches that of ‘take out’. That is, the verb ‘gather’ 
simultaneously belongs to three inflectional classes, depending on which subsystem one is 
looking at. And the verbs ‘return’, ‘pull out’ and ‘take out’ in turn pattern with still other 
verbs, forming a network of interlocking inflectional classes. (There are approximately half a 
dozen final vowel and tonal classes, and two dozen prefixal classes.) 
 



Paradigm Cell Filling Problem

• Paradigm Cell Filling Problem: Given exposure to a novel 
inflected word form, what licenses reliable inferences 
about the other word forms in its inflectional family?   

• Do speakers simply memorize full paradigms? 

• Tundra Nenets nouns have 210 forms: case, number, 
possessor person, possessor number (Ackerman & 
Salminen 2006) 

• Khaling verbs have up to 331 forms (Jacques et al. 2012) 

• Zipf’s Lawe: A few forms are frequent, but most are rare 
(Chan 2008)



Zipf ’s Law 

• Czech National Corpus SYN2010 

• 100 million morphologically tagged words 

• 64,302 distinct noun lexemes 

• 561,668 distinct noun wordforms 

• 900,228 possible wordforms (7 cases, 2 numbers) 

• Only 66 lexemes occur with full paradigms 

• No single form is observed for every lexeme 

• Only 110 lexemes occur in the VOC.PL (but more frequent in 
spoken language, same as NOM.PL)





Paradigm Cell Filling Problem

• Paradigm Cell Filling Problem: Given exposure to a novel 
inflected word form, what licenses reliable inferences 
about the other word forms in its inflectional family?   

• It is implausible that speakers of languages with complex 
morphology and multiple inflection classes encounter 
every inflected form of every word 

• Hockett 1967: “in his analogizing … [t]he native user of the 
language … operates in terms of all sorts of internally 
stored paradigms, many of them doubtless only partial; 
and he may first encounter a new basic verb in any of its 
inflected forms.”



Paradigm Cell Filling Problem

• Paradigmatic complexity apparently adds nothing (Wurzel 
calls it “ballast”), but what does it cost? 

• Our intuition: nothing, as long as paradigms are organized 
in a way that allows speakers to predict the correct forms 

• More specifically: we distinguish between e(numerative) 
complexity and i(ntegrative) complexity 

• E-complexity is the size of the system (number of 
paradigms cells, allomorphs, inflection classes, morphs 
per word, etc) 

• I-complexity reflects the organization of paradigms to 
make the PCFP tractable



The hypothesis: I-complexity

• What makes a language difficult to learn and use (not to 
describe)? 

• The issue is not simplicity or complexity per se, but the 
nature of organization supporting that complexity 

• I-complexity is measurable and quantifiable 

• Principle of Low Paradigm Entropy: Paradigms tend to 
have low expected conditional entropy



Information Theory

• Claude Shannon’s “A mathematical theory of 
communication” (1948) 
 
“The fundamental problem of communication is that of 
reproducing at one point either exactly or approximately a 
message selected at another point. Frequently the 
messages have meaning; that is they refer to or are 
correlated according to some system with certain physical 
or conceptual entities. These semantic aspects of 
communication are irrelevant to the engineering problem. 
The significant aspect is that the actual message is one 
selected from a set of possible messages.” 



Communicating with noise

Signal

Attenuate

Add noise

Boost

5 cycles

100 cycles

(from Murray, 2010)



Digital communication

Encoding: amplitude modulation not only choice.
Can re-represent messages to improve signal-to-noise ratio

Digital encodings: signal takes on discrete values

Signal

Corrupted

Recovered

(from Murray, 2010)



Information Theory

• Digital communications involves the transfer of symbols 
drawn from a discrete alphabet 

• Quantized analog signals  

• English letters 

• Decimal digits 

• Racing flags 

• Allomorphs 

• Using a codebook, we convert among any discrete 
information sources



Information Theory

• The information content of a message I(p) is a function of 
its probability  

• Information is related to probability: more probable 
events are less informative, less probable events are more 
informative 

• Information is also related somehow to code lengths: long 
books have the potential to contain more information 
than short ones



Encoding information

• Suppose we want to transmit information about a poker 
hand, and an earpiece is too obvious 

• Lots of approaches – toe taps, flashes of light, coughs, etc 
– but let’s assume our message consists of a sequence of 
binary choices (bits) 

• There are 2b different sequences of b bits 

• And recall that if bx	=	y, then logb	y	=	x 

• So the number of bits required to uniquely encode n 
different sequences is ⌈log2	n⌉

� ×⋯× �!"""""""""""""""""#""""""""""""""""$
E

= �E



Encoding information

• A binary code for transmitting poker hands: 
 
straight flush   0000 
four of a kind   0001 
full house    0010 
flush      0100 
straight     1000 
three of a kind   0011 
two pair     0101 
pair      1001 
high card    0111 

• The expected message length E[C]=4 bits per hand



Encoding information

• A prefix code taking advantage of uneven probabilities: 
 
 straight flush  0.0000154  000011 
 four of a kind  0.000240 0000100 
 full house  0.00144  0000101 
 flush  0.00196  00000 
 straight  0.00393  0001 
 three of a kind  0.0211  010 
 two pair  0.0475  011 
 pair  0.422 001 
 high card  0.501  1 

• Now E[C]=2.01 bits, an average savings of 1.99 bits per 



Encoding information

• A better code, taking advantage of probabilities 
 
 straight flush  0.0000154  11111111 
 four of a kind  0.000240  11111110 
 full house  0.00144  1111110 
 flush  0.00196  111110 
 straight  0.00393  11110 
 three of a kind  0.0211  1110 
 two pair  0.0475  110 
 pair  0.422 10 
 high card  0.501   

• For this one, E[C]=1.61 bits, an average savings of 2.39 bits



Encoding information

• Is there a better code out there, or is this the best we can 
do? 

• Shannon’s Source Coding Theorem provides an answer: 
the minimum code length for a message is bounded by its 
information content I(p)	

• Okay, so, how do we measure I(p)	?



Information

• Some basic properties of a sensible measure of 
information content I(p) 

• Information is non-negative: I(p)	≥	0 

• Events that are certain to occur convey no information 
at all: I(p)	=	0 

• If two independent events (so that p12	=	p1	×	p2) occur 
together, then the total information is the sum of the 
individual informations: I(p12) = I(p1) + I(p2)  

• Information I(p)	should be a continuous monotonic 
decreasing function of p



Information

• Given these axioms, a good candidate for our information 
content function is 
 
 
for some base b

,(S) = −ORJES



Entropy

• This measure of the information content of a message x: 
 
 
is sometimes called the self-information or surprisal 

• In designing a coding scheme, we need to take into 
account all possible messages (if we knew in advance 
which message we’d be coding, we wouldn’t need to code 
it) 

• The expected information content of a message E[I(X)] is 
the entropy of X

,([) = −ORJ�S([)

+(;) = −∑
[∈;

S([) ORJ� S([)



Paradigm entropy

• Back to morphology 

• The conditional entropy is the uncertainty in one random 
variable on average, given that we know the value of 
another random variable 
 
 
 

• The conditional entropy of one cell given another is a 
measure of i-complexity, or the inter-predictability with a 
paradigm (Ackerman, Blevins, and Malouf 2009)

H(Y |X) = ��
x⇥X

p(x) �
y⇥Y

p(y|x) log2 p(y|x)

= H(X ,Y )�H(X)



Pite Saami

• For example: Pite Saami (Wilbur 2014, Ackerman & Malouf 
2016) 

• Seven cases (setting aside the marginal essive and 
abessive cases) and two numbers 

• Realized via stem grade (strong vs. weak) and suffix 

• Following Wilbur (2014), Pite Saami has eight nominal 
declensions showing distinct grade and suff ︎ix patterns 



Pite Saami

• bäbbmo ‘food’

SG PL

NOM bäbbm-o biebm-o

GEN biebm-o biebm-oj

ACC biebm-ov biebm-ojd

ILL bäbbm-oj biebm-ojda

INESS biebm-on biebm-ojn

ELAT biebm-ost biebm-ojst

COM biebm-ojn biebm-oj



Pite Saami
ĈđĆĘĘ ēĔĒǤĘČ ČĊēǤĘČ ĆĈĈǤĘČ ĎđđǤĘČ ĎēĊĘĘǤĘČ ĊđĆęǤĘČ ĈĔĒǤĘČ
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�� ���Ϊ� ��Ϊ� ��Ϊ�� ���Ϊ�� ��Ϊ�� ��Ϊ��� ��Ϊ���
�� ���Ϊ¤ ��Ϊ¤ ��Ϊ¤� ���Ϊ¤� ��Ϊ¤� ��Ϊ¤�� ��Ϊ¤��
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Pite Saami

• If all eight classes are equally likely, then the declension 
entropy is: 

• This is the highest possible value for H(D) 

• Anything that helps prediction (skewed probabilities, 
implicational relations, external properties) will reduce 
H(D)
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Pite Saami

• Speakers rarely have to generate entire paradigms 

• Let 𝐷︎︎︎c=r be the set of declensions for which the paradigm 
cell c	has the formal realization r. Then the probability 
pc(r) that a paradigm cell c of a particular lexeme has the 
realization r is the probability of that lexeme belonging to 
one of the declensions in 𝐷︎︎︎c=r	 ︎︎︎, or: 
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Pite Saami

• The entropy of pc(r) is the paradigm cell entropy H(c), 
the uncertainty in the realization for a paradigm cell c  

• Eight declensions, but ill.sg. only has 5 possible forms 

• Knowing the ill.sg. leaves 0.75 bits of uncertainty in 
declension 

• Average across all cells is 2.658 bits 
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Pite Saami

• Guessing either acc. sg or acc. pl is hard, but guessing one 
knowing the other is easy:

Acc sg

wk+av

wk+áv

wk+ov

wk+åv

wk+ev

str+av

Acc pl

wk+ajd

wk+ájd

wk+ojd

wk+åjd

wk+ijd

str+ajd

str+ijd



Pite Saami

• The conditional entropy measures the uncertainty left in 
one thing given that what know something else: 

• If we know acc. pl, then we also know acc. sg: 

• Knowing acc. sg doesn’t quite resolve what acc. sg is:
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NOM.SG GEN.SG ACC.SG ILL.SG INESS.SG ELAT.SG COM.SG NOM.PL GEN.PL ACC.PL ILL.PL INESS.PL ELAT.PL COM.PL

NOM.SG 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

GEN.SG 0.594 0.000 0.344 0.344 0.344 0.344 0.000 0.344 0.344 0.344 0.344 0.344 0.344

ACC.SG 0.594 0.000 0.344 0.344 0.344 0.344 0.000 0.344 0.344 0.344 0.344 0.344 0.344

ILL.SG 0.750 0.500 0.500 0.500 0.500 0.500 0.500 0.500 0.500 0.500 0.500 0.500 0.500

INESS.SG 0.250 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

ELAT.SG 0.250 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

COM.SG 0.250 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

NOM.PL 0.594 0.000 0.000 0.344 0.344 0.344 0.344 0.344 0.344 0.344 0.344 0.344 0.344

GEN.PL 0.250 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

ACC.PL 0.250 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

ILL.PL 0.250 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

INESS.PL 0.250 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

ELAT.PL 0.250 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

COM.PL 0.250 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
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Information Theory

• The conditional entropy of one cell given another is a 
measure of inter-predictability 

• To extend this to the whole paradigm, we calculate the 
expected conditional entropy 

• This is one simple measure of how difficult the PCFP is for 
a particular language 

• The higher the expected conditional entropy, the more 
difficult it is to predict an unknown wordform, given a 
known wordform.

E[H(c|c)] = �
c1,c2

p(c1,c2)H(c2|c1)



Pite Saami

• Row averages measure predictiveness 

• Column averages measure predictability 

• The overall average is the paradigm entropy: 0.166 bits

NOM.SG GEN.SG ACC.SG ILL.SG INESS.SG ELAT.SG COM.SG NOM.PL GEN.PL ACC.PL ILL.PL INESS.PL ELAT.PL COM.PL

0.000 0.311 0.311 0.519 0.019 0.019 0.019 0.311 0.019 0.019 0.019 0.019 0.019 0.019

NOM.SG GEN.SG ACC.SG ILL.SG INESS.SG ELAT.SG COM.SG NOM.PL GEN.PL ACC.PL ILL.PL INESS.PL ELAT.PL COM.PL

0.368 0.038 0.038 0.079 0.118 0.118 0.118 0.038 0.118 0.118 0.118 0.118 0.118 0.118
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Paradigm organization

• Paradigms vary a lot in their apparent morphological 
complexity 

• For all these paradigms, the paradigm entropy is much 
lower than either the expected entropy or the declension 
entropy

Language Cells Realiza-ons Max 
realiza-ons

Declensions Declension 
entropy

Average 
entropy

Paradigm 
entropy

Amele 3 31 14 24 4.585 2.882 1.105
Arapesh 2 41 26 26 4.700 4.071 0.630
Burmeso 12 24 2 2 1.000 1.000 0.000
Fur 12 80 10 19 4.248 2.395 0.517
Greek 8 12 5 8 3.000 1.621 0.644
Kwerba 12 26 4 4 2.000 0.864 0.428
Mazatec 6 356 94 109 6.768 4.920 0.709
NgiE 16 68 5 10 3.322 1.937 0.484
Nuer 6 12 3 16 4.000 0.864 0.793
Russian 12 26 3 4 2.000 0.911 0.538



Paradigm organization

• Some entropy-lowering strategies:  

• Small number of cells, forms, inflection classes 

• Paradigm Economy Principle (Carstairs 1984), No Blur 
Principle (Carstairs-McCarthy 1994, 2010)

Language Cells Realiza-ons Max 
realiza-ons

Declensions Declension 
entropy

Average 
entropy

Paradigm 
entropy

Amele 3 31 14 24 4.585 2.882 1.105
Arapesh 2 41 26 26 4.700 4.071 0.630
Burmeso 12 24 2 2 1.000 1.000 0.000
Fur 12 80 10 19 4.248 2.395 0.517
Greek 8 12 5 8 3.000 1.621 0.644
Kwerba 12 26 4 4 2.000 0.864 0.428
Mazatec 6 356 94 109 6.768 4.920 0.709
NgiE 16 68 5 10 3.322 1.937 0.484
Nuer 6 12 3 16 4.000 0.864 0.793
Russian 12 26 3 4 2.000 0.911 0.538



Paradigm organization

• Some entropy-lowering strategies:  

• Implicational relations (Wurzel 1989) 

• Principal parts (Stump & Finkel 2007) 

•

Language Cells Realiza-ons Max 
realiza-ons

Declensions Declension 
entropy

Average 
entropy

Paradigm 
entropy

Amele 3 31 14 24 4.585 2.882 1.105
Arapesh 2 41 26 26 4.700 4.071 0.630
Burmeso 12 24 2 2 1.000 1.000 0.000
Fur 12 80 10 19 4.248 2.395 0.517
Greek 8 12 5 8 3.000 1.621 0.644
Kwerba 12 26 4 4 2.000 0.864 0.428
Mazatec 6 356 94 109 6.768 4.920 0.709
NgiE 16 68 5 10 3.322 1.937 0.484
Nuer 6 12 3 16 4.000 0.864 0.793
Russian 12 26 3 4 2.000 0.911 0.538



Testing entropy: Simulations

• The implicational structure of the paradigms is crucial to 
reducing paradigm entropy 

• How can we test this? 

• Null hypothesis: Paradigm entropy of language L is 
independent of paradigm organization  

• If this is true, then L0, a version L with the same forms 
and the same classes but a different organization, 
should have more or less the same paradigm entropy 

• Bootstrap test: sample with replacement from  the 
space of possible L0’s, and compare to the observed L







Language Cells Realiza-ons Declensions Declension 
entropy

Average 
entropy

Paradigm 
entropy

Bootstap Avg Bootstrap p

Amele 3 31 24 4.585 2.882 1.105 1.327 0.001
Arapesh 2 41 26 4.700 4.071 0.630 0.630 1.000
Burmeso 12 24 2 1.000 1.000 0.000 0.000 1.000
Fur 12 80 19 4.248 2.395 0.517 1.316 0.001
Greek 8 12 8 3.000 1.621 0.644 0.891 0.001
Kwerba 12 26 4 2.000 0.864 0.428 0.523 0.001
Mazatec 6 356 109 6.768 4.920 0.709 1.100 0.001
NgiE 16 68 10 3.322 1.937 0.484 1.019 0.001
Nuer 6 12 16 4.000 0.864 0.793 0.811 0.160
Russian 12 26 4 2.000 0.911 0.538 0.541 0.383



Limitations

• Ackerman & Malouf’s (2013) entropy estimates made a 
number of (over-)simplifying assumptions 

• always predicting one cell on the basis of one other cell 

• all cells are equally likely to be known 

• all cells are equally likely to be unknown 

• speakers know all possible full paradigms 

• speakers can always identify which paradigm cell a 
wordform fills  

• speakers can always identify which allomorph a 
wordform represents



Limitations

• Current work (e.g, Bonami and Boyé 2014, Bonami and 
Beniamine 2016, Sims and Parker 2019, Cotterell et al. 
2019) addresses these concerns 

• Derives patterns from lexicons or corpora rather than 
grammatical descriptions, 

• using linguistically plausible methods for learning 
patterns, 

• taking actual distributions of frequencies into account.



Prospects

• Recall Humboldt’s modes of explanation 
 
A language is the way it is because of: 

1. universal cognitive or communicative constraints (I-
complexity) 

2. historical accident (E-complexity) 

3. the inner spirit of a nation (we’ll come back to this in 
week 4)


